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Abstract

The cross section for the diffractive deep-inelastic scaty procesgp — eXp is mea-
sured, with the leading final state proton detected in the étWard Proton Spectrometer.
The data analysed cover the rangg < 0.1 in fractional proton longitudinal momen-
tum loss,0.08 < [t| < 0.5 GeV~2 in squared four-momentum transfer at the proton
vertex,2 < Q2 < 50 GeV? in photon virtuality and).004 < 3 = z/zp < 1, where

« is the Bjorken scaling variable. Fatp <1072, the differential cross section has a de-
pendence of approximatelyo /dt o« €%, independently of: >, 5 and @? within uncer-
tainties. The cross section is also measured triple diffeky in 2p, 3 and Q2. The
xzp dependence is interpreted in terms of an effective pomeajactory with intercept
ap(0) = 1.11440.018 (stat.) £0.012 (syst.) 70030 (model) and a sub-leading exchange.
The data are in good agreement with an H1 measurement fohwiécevent selection is
based on a large gap in the rapidity distribution of the fitaleshadrons, after accounting
for proton dissociation contributions in the latter. Withincertainties, the dependence of
the cross section om and@Q? can thus be factorised from the dependences on all studied
variables which characterise the proton vertex, for bothgbmeron and the sub-leading
exchange.
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1 Introduction

Diffractive processes such ag — ¢Xp have been studied extensively in deep-inelastic elec-
tront-proton scattering (DIS) at the HERA collider [1-8], sincederstanding them in detail

is fundamental to the development of quantum chromodyrafQ€D) at high parton densi-
ties. The photon virtuality)? supplies a hard scale for the application of perturbativédQs
that diffractive DIS events can be viewed as processes inwthie photon probes a net colour
singlet combination of exchanged partons. A hard scatie@@D collinear factorisation the-
orem [9] allows ‘diffractive parton distribution functish(DPDFs) to be defined, expressing
proton parton probability distribution functions undeetbondition of a particular scattered
proton four-momentum. The and@? dependences of diffractive DIS can thus be treated with
a similar theoretical description to that applied to inclaDIS, for example through the appli-
cation of the DGLAP parton evolution equations [10].

Within Regge phenomenology, diffractive cross sectiomsdmscribed by the exchange of
a leading pomeronl) trajectory, as illustrated in figure 1. H1 diffractive DI&td [3] have
been interpreted in a combined framework, which appliesQE® factorisation theorem to
the x andQ? dependences and uses a Regge inspired approach to exgreEptndence on
the fractionz of the incident proton longitudinal momentum carried by tmdour singlet
exchange. The data at lawy- are well described in this framework and DPDFs and a pomeron
trajectory intercept have been extracted. In order to destine data at largerp, it is necessary
to include a sub-leading exchange trajectdR) (with an intercept which is consistent [2] with
the approximately degenerate trajectories associatédtmet, w, a, and f, mesons.

Figure 1. Schematic illustration of the diffractive DIS pessep — eXp and the kinematic
variables used for its description in a model in which the poon (P) and a sub-leadingli)
trajectory are exchanged.

In many previous analyses, including [3], diffractive DIgeats are selected on the basis
of the presence of a large rapidity gap (LRG) between theingagroton and the remainder

1For simplicity, the incident and scattered leptons are géwaferred to in the following as ‘electrons’, although
the data studied here were obtained with both electron asittpo beams.
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X of the hadronic final state. A complementary way to studyaiffive processes is by direct
measurement of the outgoing proton using the H1 ForwarcdRr8pectrometer (FPS) [7,11]
or its ZEUS counterpart [5]. Although the available statsstare smaller, the FPS method
of studying diffraction has several advantages over the loR&Ehod. In contrast to the LRG
case, the squared four-momentum transfer at the protoexerain be reconstructed. The FPS
method also selects events in which the proton scatterscalyg whereas the LRG method
does not distinguish the elastic case from dissociatiox¢ded system§” with small masses
M. The FPS also allows measurements up to higher valueg dhan is possible with the
LRG method, extending into regions where the sub-leadajgdtory is the dominant exchange.
Together, the FPS and LRG data thus provide a means of téstiegail the extent to which the
variablesr p, t and My associated with the proton vertex can be factorised fronvahniables

S = x/zp and@? describing the hard interaction.

In this paper, a measurement of the cross section for thediife DIS processp — eXp
using the FPS is reported. Theependence is presented in the form of a differential cress s
tion xp d?c /dt dzp, from which the exponential slope of thelistribution is measured and its
dependence on other variables studied. Diffractive redliecess sectionsy” (3, Q2, zp, t)
at|t| = 0.25 GeV?, anda,’?(g)(ﬁ, Q?, zp) integrated ovet, are also measured. These observ-
ables are used to investigate the dependence$ amd ()2, to extract the pomeron trajectory
intercept from ther » dependence and to quantify the sub-leading exchange lootibm. The
data are also compared directly with the LRG measuremeirt [Bder to test the compatibility
between the results obtained with the two measurementitpeisand to quantify the proton
dissociation contribution in the LRG data.

2 Experimental Technique

The data used in this analysis correspond to an integratethdsity of 28.4pb~—! and were
collected with the H1 detector in the years 1999 and 2000hésé years the HERA collider
was operated at electron and proton beam energiés of 27.6 GeV and E, = 920 GeV,
respectively, corresponding to ap centre of mass energy @fs = 319 GeV.

2.1 H1detector

A detailed description of the H1 detector can be found elsee/fil2]. Here, the components
most relevant for the present measurement are describefty/bri

Scattered electrons with polar andleés the rangel53° < ¢ < 177° are measured in
a lead/ scintillating-fibre calorimeter, the SpaCal [13]heTenergy resolution is(F)/E ~
7%/+/ E|GeV] @ 1% and the energy scale uncertainty varies betw&e¥ at a scattered elec-
tron energy ofE, = 11 GeV and0.5% at E! = 27.6 GeV [14]. A Backward Drift Chamber
(BDC) in front of the SpaCal is used to measure the electrdar@mngle with a precision of

2In the right-handed coordinate system used, the origintiseatominal interaction point, with thez axis and
the polar anglé = 0 in the direction of the outgoing proton beam (the ‘forwarttedtion). The+x axis points
towards the centre of HERA. Transverse momenta are measittetespect to the beam axis.
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0.5 mrad and to suppress background where neutral parfaileshe scattered electron signal.
The SpaCal also has a hadronic section, with an energy sealerkto a precision of%.

The Central Tracking Detector (CTD), with a polar angle cage of20° < 6§ < 160°,

is used to reconstruct the interaction vertex and to meabkerenomentum of charged parti-
cles from the curvature of their trajectories in the 1.15 Tdfigrovided by a superconducting
solenoid. The finely segmented Liquid Argon (LAr) sampliredocimeter [15] surrounds the
tracking system and covers the range in polar adgjle 6 < 154°. Its total depth varies with

0 between 4.5 and 8 interaction lengths. The absolute hadem@rgy scale is known with a
precision of4% for the measurements presented here. The hadronic finalistaconstructed

using an energy flow algorithm which combines charged gagimeasured in the CTD with
information from the SpaCal and LAr calorimeters [16].

The luminosity is determined with a precisionio$% by detecting photons from the Bethe-
Heitler processp — epy in a crystalCerenkov calorimeter, located at= —103 m.

The energy and scattering angle of the leading proton aeeraat from track measurements
in the FPS [7,11]. Protons scattered through small angéedeftected by the proton beam-line
magnets into a system of detectors placed within the progéamipipe inside movable stations,
known as Roman Pots. Each Roman Pot station contains fouegpta five scintillating fibres,
which together measure two orthogonal coordinates inthe) plane. The stations used in
this analysis approach the beam horizontally from outdiéeptroton ring and are positioned at
z = 64 m andz = 80 m. The detectors are sensitive to scattered protons whiehléss than
10% of their energy in thep interaction and which are scattered through anglglsmrad.

For each event, the leading proton energy and the prototesogtangles at the interaction
point in the horizontal £ — z) and vertical { — z) planes are obtained by applying transfer
functions derived from the beam optics to the track pararsetronstructed in the FPS. The
scattered proton energy is thus measured independently tre information in the horizontal
and vertical planes. By comparison of these results, itfsriad that the energy resolution
is around 6 GeV, independently of energy within the measuaede, and that the absolute
energy scale uncertainty is 0.5 GeV. The uncertaintiesenrézonstruction of the transverse
momentum componenis. andp, are quantified using a sample of elastic— ep’p photo-
production events with’ — 77~ decays. By comparing the FPS measurements with values
reconstructed from the charged pions in the CTD, the reisolaif the FPS is determined to be
~ 40 MeV for p, and~ 100 MeV for p,, dominated by the transverse momentum spread of the
proton beam at the interaction point. The correspondirgsolution varies over the measured
range from0.04 GeV? at |t| = 0.08 GeV? to 0.08 GeV? at |[t| = 0.5 GeV?2. The uncertain-
ties in the transverse momentum measurements(ideV for p, and30 MeV for p,. The
t-dependence measured in the FPS forghsample [17] is in good agreement with published
H1 data [18]. For a leading proton which passes through bB $tations, the average overall
track reconstruction efficiency 2 + 2%, corresponding to the product of the efficiencies in the
individual scintillating fibre planes. The uncertainty dmstefficiency is evaluated by varying
the details of the reconstruction procedure, for exampdentiimber of fibres per plane which
are required to register a track element.



2.2 Event sdlection and kinematic reconstruction

The events used in this analysis are triggered on the basiscofncidence between a track
in the FPS, an electromagnetic cluster in the SpaCal caéteinand a charged particle track
providing an interaction vertex in the CTD. The trigger efficy varies with the kinematic
variables studied and is aroufi% on average.

Several selection criteria are applied to the data in ordesuppress beam related back-
grounds, background due to photoproduction processesvandsan which the incoming elec-

tron loses significant energy through QED radiation. The §dlection criteria are summarised
below.

e The reconstructed coordinate of the event vertex is required to lie witlifi cm
(~ 30) of the mean position. At least one track originating from ithteraction vertex
and reconstructed in the CTD is required to have a transweoseentum above 0.1 GeV.

e The variables characterising the scattered electEyrandé’, are determined from the
SpaCal cluster, linked to a reconstructed charged pattaté in the BDC, and the inter-
action vertex reconstructed in the CTD. The electron catdits required to satisfy the
criterialb5° < 0, < 176.5° andE. > 11 GeV.

e The quantityE — p., computed from the energies and longitudinal momenta aéabn-
structed particles including the electron, is requirededktweers5 GeV and70 GeV.
Neglecting detector effects and QED radiation, this guaigiexpected to be twice the
electron beam energy for neutral current DIS events.

The following requirements are applied to the leading proteasured in the FPS.

e The measurementis restricted to the region where the FRpi@re is high by requiring
that the transverse momenta in the horizontal and vertiggégtions lie in the ranges
—0.38 < p, < —0.24 GeV and|p,| < 0.7 GeV, respectively, and that the fractional
energy of the leading protot;,/ E,, be greater than 0.9.

e To suppress cases where a DIS event reconstructed in thraladgtector coincides with
background in the FPS, for example due to an off-momentummbggaton (beam halo),
the quantityZ' + p., summed over all reconstructed particles including thditegproton,
is required to be below900 GeV. Neglecting detector effects, this quantity is expected
to be twice the proton beam energy for neutral current DI®i&sve

The inclusive DIS kinematic variable§?, x and the inelasticity;, are reconstructed using
the techniques introduced in [2]. In order to optimise theohetion throughout the measured

y range, information is exploited from both the scatteredtedbm and the hadronic final state
according to

CAER(1-y) . Q?
~ tan?(6./2) T sy @
7

y=y+val —ya) ; @



Here, y. andy,; denote the values af obtained from the scattered electron only (‘electron
method’) and from the angles of the electron and the hadforatstate (‘double angle method’),
respectively [19]. The analysis is restricted to the region Q? < 50 GeV? and0.02 < y <
0.6.

With ¢, P and P’ denoting the four-vectors of the exchanged virtual photmwhthe incom-
ing and outgoing protons, respectively, further varialsiescific to diffractive DIS are defined
as

q-(P—P)
q-P ’

Q2

2 (P=P) @

such thats can be interpreted as the fraction of the colourless exa@mgitudinal momen-
tum which is carried by the struck quark. Two different methare used to reconstruct these
variables. In the ‘leading proton’ methodg is reconstructed directly from the energy of the
leading proton, such that

X

tp=1-E)E, ; B= @3)

Tp
In the ‘X-mass’ method, the mass of the systénis first obtained from the hadrons recon-
structed in the central detector using

Y
M3 = (E* = pi — P} — P2)nad - — (4)

Yn
where the subscriphad’ represents a sum over all hadronic final state particleidktg the
leading proton ang;, is the value ofy reconstructed using only the hadronic final state [20].
Including the factoy /y;, leads to cancellations of many measurement inaccuradesdiffrac-
tive variables are then reconstructed using
Q° , =z

zr (5)

=G T

The results obtained with the leading proton axXiemass methods agree well in the law
range where both are applicable. THemass method is used fer < 0.006 and the leading
proton method is used farp > 0.006, the choice being made on the basis of which method
provides the better resolution.

The squared four-momentum transfee (P — P’')? is reconstructed using the transverse
momentunp;, of the leading proton measured with the FPS and the bestobiyeas described
above, such that

2 x2m?
t = tmin — b ; tmin = e ) (6)
1—LL’1p 1—LL’1p

where|t i, | is the minimum kinematically accessible valug#fandm,, is the proton mass. In
the analysis, the reconstructgdlis required to lie in the range08 < |¢| < 0.5 GeV?. The
final data sample contains about 3 300 events.



3 Monte Carlo simulation and correctionsto the data

Monte Carlo simulations are used to correct the data forffieets of detector acceptances and
inefficiencies, migrations between measurement interdaés to finite resolutions and QED
radiation. The reactioap — eXp is simulated using an implementation of the ‘saturation’
model [21] within the RAPGAP generator [22]. Following hadisation using the Lund string
model [23] as implemented in JETSET [24], the response oHhaletector is simulated in
detail and the events are passed through the same analgBisashs used for the data. Weights
are applied to the generated events so that the importaetntic variable distributions are
well described throughout the region of the measurement.

The background from photoproduction processes, wherelélogren is scattered into the
backward beampipe and a particle from the hadronic finat $éktes the electron signature in
the SpaCal, is estimated using the PHOJET Monte Carlo m@8¢l This background is neg-
ligible except at the highegt values and i$% at most. The proton dissociation background,
where the leading proton originates from the decay of a higtess state, is estimated using an
implementation in RAPGAP of the dissociation model origiyndeveloped for the DIFFVM
Monte Carlo generator [26]. This background is negligibteept at the highest values,
where it reache8.7%. Background also arises from random coincidences of DI8tew@aus-
ing activity in the central detector with beam-halo prot@m&ng a signal in the FPS. This
contribution is estimated statistically by combining DK&ets (without the requirement of a
track in the FPS) with beam-halo protons from randomly &iggl events. Subtractions of up
to 7% are made as a function of the total reconstrudied p. of the event.

Cross sections are obtained at the Born level, using RAPG#d?faced to the program
HERACLES [27] to correct for QED radiative effects. The date presented at fixe@?,
G, zp andt values, with corrections applied for the influence of thetdrbin sizes using a
parameterisation of the ‘2006 DPDF Fit A to the H1 LRG datia & the Q?, 3 andxp
dependences and thdependences measured in this analysis at egolalue (see section 5.1).

4 Systematic Uncertainties on the M easured Cross Sections
Systematic uncertainties are considered from the follgwiources.

e The uncertainties in the leading proton energy, its trarse/momentum in the horizontal
projection and that in the vertical projection are 0.5 Ge&¥MeV and 30 MeV, respec-
tively (see section 2.1). The corresponding average waicgéigs on ther”™ ando?™

measurements ae7%, 6.0% and3.3%.

e The energy scale uncertainty of the SpaCal implies an efrbetween0.5% and2.0%
(depending on the energy) on th& measurement, which leads to an average systematic
error of3.0% on thes? data points. Possible biases in tieneasurement at the level of
+0.5 mrad lead to an average systematic error of 2.4%.



e The systematic uncertainties arising from the hadronid ftete reconstruction are de-
termined by varying the hadronic energy scales of the LAr &pdCal calorimeters by
4% and7%, respectively, and the energy fraction carried by track8%y Each of these
sources leads to an uncertainty in tfé measurements of typically 1.5%.

e The model dependence of the acceptance and migration toneds estimated by vary-
ing the shapes of the distributions in the kinematic vagablp, 5 andt in the RAP-
GAP simulation within the limits imposed by the present dath&e x distribution is
reweighted by(1/z)*%!, which leads to an average uncertainty of 2.0%fh The
(3 distribution is reweighted by*%! and (1 — 3)*%1, leading to typical uncertainties of
3.2%. Reweighting thedistribution bye*! results in uncertainties of 2.5% on average.

e The uncertainties related to the subtraction of backgrseusde section 3) are at most
2.7% for proton dissociation3.0% for photoproduction and.5% for the proton beam-
halo contribution.

e A 2.6% uncertainty is attributed to the trigger efficiencies (smtR.2), evaluated using
independent triggers.

e The uncertainty in the FPS track reconstruction efficierasults in an overall normali-
sation uncertainty of0% (see section 2.1). A further normalisation uncertainty.6f%
arises from the luminosity measurement.

e The extrapolation from the measured FPS range@f < |t| < 0.5 GeV? to the region
tmin| < |t| < 1 GeV?* covered by the LRG data [3] results in an additional systemat

error of up to5% for thes”® data (see section 5.3).

The systematic errors shown in the figures and tables arelatdd as the quadratic sum of all
contributions which vary from point to point, corresporglio average uncertainties ti#% for
the o data andi3% for o”®®. The quoted errors do not include the overall normalisation

uncertainty.

5 Resultsand Discussion

5.1 Crosssection dependenceont

The differential cross sectiod’s /dx dt provides a measurement of thedependence of
diffractive DIS. This cross section is shown in figure 2a, tiplied by = for convenience,
for three values of and six values of j» in the ranger, < 0.1 and0.08 < |t| < 0.5 GeV?,
integrated oveR < Q? < 50 GeV? and0.02 < y < 0.6. For eachrp value, fits to the form
xp d?o/dzpdt < ePt are shown in figure 2a. The extracted values of the slope deam
B are plotted as a function afp in figure 2b and are listed in table 3. The H1 results for
are consistent with ZEUS measurements [5], though the Hi atat somewhat lower than the
ZEUS data forrp < 0.02.
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At low zp, the data are compatible with a constant slope paramBter, 6 GeV2. In a
Regge approach with a single linear exchanged trajectgsyt) = ap(0) + a/pt, the slope
parameter is expected to decrease logarithmically witfeamingr » according to

B=Bp-—2dphxp, (7

an effect which is often referred to as ‘shrinkage’ of thdrditive peak. The degree of shrink-
age depends on the slope of the pomeron trajectory, whiep is: 0.25 GeV 2 for soft hadron-
hadron scattering at high energies [28]. In contrast, veogson measurements at HERA have
resulted in smaller values af,, whether a hard scale is present [29, 30] or not [31]. Fits of
the form of equation 7 are performed to the FPS data shown umefigb in the region where
pomeron exchange is expected to dominate, namely to the tfa& points with).0009 <

xp < 0.0094, for which the sub-leading exchange contribution is estatido be at most%
(see the fit results in section 5.2). A two parameter fit to thi&dh this range yield8, =
6.041.6 (stat.) "> (syst.) GeV—2 anda/p = 0.0240.14 (stat.) 2} (syst.) GeV 2. Extending
the fit range to the interval 0009 < zp < 0.021, for which the contribution of the sub-leading
exchange is at mo20% (section 5.2), results iBp = 4.9 + 1.2 (stat.)" )9 (syst.) GeV~2
anda/p = 0.10 4 0.10 (stat.) 7002 (syst.) GeV—2. The data thus favour a small valuedf as
expected in perturbative models of the pomeron [32]. Howedke resulty, ~ 0.25 from soft
interactions cannot be excluded. The results of these &tswanmarised in table 1.

Range of Fit op (GeV™2) Bp (GeV—2)
0.0009 < zpp < 0.0094 | 0.02 £ 0.0147035 | 6.0 + 1.673
0.0009 < zp < 0.021 | 0.10£0.0107058 | 4.9+ 1.2758

Table 1: The results of fits to the slope parameter data in tfiereint ranges at low » in order
to extracta’, and Bpp, together with their statistical (first error) and systeiméecond error)
uncertainties.

A decrease of the slopB is observed towards the region of larggs = 0.03, where the
contribution from the sub-leading exchange is expectee tsidgnificant 0% in the highest bin
atxp = 0.076). This reduction of the slope parameter indicates thatitee the interaction
region reduces asp increases, reaching values of aroundeV 2, characteristic of the spatial
extent of the proton charge distribution.

Thet dependence of the cross section is also presented in figurd Gable 4 in different
regions ofQ? and 3 for two zp intervals. No significant)? or 5 dependence of the slope
parameteiB is observed for: p < 0.03. Within the uncertainties, thedependence of the cross
section in the pomeron dominated law region can therefore be factorised from thé and
3 dependences. Since there is also no strong evidence fos any)? dependence of for
xp > 0.03, the data are consistent with a similar factorisation f& $hb-leading exchange
contribution.

5.2 Crosssection dependence on xp and extraction of ap(0)

Thexp, 8 and@? dependences of diffractive DIS are studied in terms of tffeadtive reduced

Cross sectione{j @ and o—,p ®). The former observable is related to the measured diffisdent

11



cross section by [3]

d4o.ep—>eXp 47'('042 2
dBdQ2dz pdt - BO* ' (1 —y+ %) ‘09(4)(576927@1370 . (8)
The reduced cross section is equal to the diffractive slradlunctionFQD(4) (8,Q% xp,t) to
good approximation in the relatively lowregion covered by the current analysis, where the
contribution from the longitudinal structure functid?f(4) (8,Q% zp,t) is small. Results for
oP™ are obtained at a fixed value Bf = 0.25 GeV?, interpolating from the measured range
0.08 < |t| < 0.5 GeV? using the measurediependence at eacfp value (figure 2). Presenting
the measurement &f = 0.25 GeV? ensures that the systematic uncertainties associated with
this interpolation are small.

Figure 4 shows:» o™ for [t| = 0.25 GeV? as a function of:j» for differentQ? and 3

values (see also tables 5- 8). At medium and latgalues» oY falls or is flat as a function
of zp. Qualitatively this behaviour is consistent with a dominaomeron contribution with an
interceptap(0) 2 1. However,xjpa,fj(‘*) rises withz p at the highest » for low 5 values, which

can be explained by a contribution from a sub-leading exgbavith an interceptiz(0) < 1.

To describe ther» dependence quantitatively, a fit is performed to the strectunction
Ff(4), obtained by correcting,?(‘l) for the smaIIFf(‘l) contribution using the results of the

‘2006 DPDF fit A’ in [3]. A parameterisation of the form

FZD(4) = fr(xp, t)Fp(0, Q2) +nr - fr(re, ) FR(S, Q2) ()

is used. This parameterisation assumes a separate ‘pretmx\factorisation of the p andt¢
dependences from those grand Q? for both the pomeron and a sub-leading exchange. The
factors fr and fr correspond to flux factors for the exchanges and are takemthhe Regge-
motivated functions,

6Bpt 6BRt
fr(zp,t) = Ap. “Zar)—1 fr(zp,t) = AR. “an)—1 (10)
Lp Lip

assuming that the sub-leading exchange has a linear tgjeck(t) = ar(0) + okt as for
the pomeron. The values df and Ay are chosen such thags - ff‘;‘i“ fr.r(zp, t)dt =1at
xp = 0.003, following the convention of [2]. The free parameters of thare the pomeron
intercepta»(0), normalisation coefficient8'» (3, Q?) for the pomeron contribution at each of
the nineteenf, Q?) values considered, and a single paramejedescribing the normalisation
of the sub-leading exchange contribution.

A summary of the values assumed for the parameters whichxaetifi the fits is given in
table 2. The interceptr(0) of the sub-leading exchange is obtained from [2]. As in [2, 3]
the normalisation coefficient8z (3, Q?) for the sub-leading exchange in eagrand @? bin
are taken from a parameterisation of the pion structuretimmd33]. The remaining fixed
parameters describing the fluxes are taken from the presattsés. Averages of the two fits
to the B(xp) data at lowz described in section 5.1 (table 1) are used to fix the pomeron
parametersBp = 5.5 GeV~2 anda/p = 0.06 GeV~2. The behaviour o3 (xp) at largez
is sensitive to the parametes$, and Bi. Although the constraints are not strong, the data
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are incompatible with the pair of valuesy, = 0.9 GeV~2 [34] and B = 2.0 GeV 2 [35],
obtained from soft hadronic scattering data and appliedqusly in similar fits toF}” data [2].

A good description of the slope parameter results over the:feirange is obtained withs =

1.6 GeV—2 ando, = 0.3 GeV~2. A description based on this parameterisation is shown in
figure 2b.

Parametel Value
op 0.06 T 50 GeV 2
Bp 55559 GeV2
ar(0) 0.5040.10
g 0.3 708 GeV—2
Br 1.6 755 GeV 2

Table 2: The values of the fixed parameters and their unoéiggaj as used in the extraction of
ap(0). Sincea’p, and Bp are strongly anti-correlated when extracted from the datava in
figure 2b, they are varied simultaneously to obtain the ereor the fit results, as aré, and
BR.

The experimental systematic uncertainties on the freenpetiers are evaluated by repeating
the fit after shifting the data points according to each imllial uncertainty source described
in section 4. A model dependence uncertainty is determiryeehbying the fixed parameters
as described in table 2. The, , and B r parameters are varied in the ranges given in the
table, within which an acceptable description of the dataasntained, whilst requiring that
o'p anda/y, lie betweer) and the values describing soft hadronic scatterings(GeV 2 and
0.9 GeV~2, respectively). The influence of neglecting tﬁ}?“) contribution is also included in
the model dependence uncertainty.

As shown in figure 4, the fit provides a good description of tpedependence of the data
(x? = 44 with statistical uncertainties for 51 degrees of freedowfithin uncertainties, the
dependence can therefore be factorised fronpthrd(Q? dependences for each of the pomeron
and the sub-leading contributions.

The fit yields a pomeron intercept of
ap(0) = 1.114 £ 0.018 (stat.) £ 0.012 (syst.) T0030 (model) ,

the dominant uncertainty arising from the variationsagf and B. This result forae(0)

is compatible with that obtained from H1 data measured uind RG method [3] and with
ZEUS measurements [5, 6]. It is only slightly higher thanpgbeneron intercept describing soft
hadronic scatteringy»(0) ~ 1.08 [28]. However, ifa/, is set to the soft pomeron value of
0.25 GeV~2, ap(0) increases to around 1.15.

The result for the sub-leading exchange normalisationrperer is
nr = [1.0 & 0.2 (stat.) & 0.1 (syst.) *5% (model)] x 107,

the largest uncertainty arising from the variationagf(0). The sub-leading exchange is im-
portant at lows and highzp, contributing typically60% of the cross section at the highest

13



5.3 Cross section dependence on Q? and 3

The reduced cross sectierf’® (8,Q% xp) is defined as the integral o’ (8,Q% xp,t)
over the ranget.,| < [t| < 1 GeV?, which is the region covered by H1 using the LRG
method [3]. It is obtained here by extrapolating the FPS ftata the measured ran@e08 <

|t| < 0.5 GeV? using thet dependence at eaalp value (section 5.1 and table 3). The extrapo-
lation factor depends only weakly af3 and is 1.7 on average, with an uncertainty of up to 5%.
The measurement afpor ™ is presented in figures 5-7 and tables 5- 8. The data are cechpar
with predictions derived from the ‘2006 DPDF Fit A’ to the LRfata presented in [3], with

modifications as described in section 6.1.

The(Q? dependence of’® at fixedz p andg (figure 5) is characterised by positive scaling
violations 609(3)/8111 Q? > 0) throughout the kinematic range, except possibly at thh-hig
estg = 0.7. This observation is consistent with that from H1 measurégmasing the LRG
method [2, 3] and implies a large gluonic component to the B®DAs can be seen from the
model comparison, the positive scaling violations may béated to the pomeron contribution
even at the highest, values, where the sub-leading exchange is dominant.

The dependence of’® on 3 is weak over most of the kinematic range (figure 6). Since the
(G dependence is determined in the quark-parton model by ffraalive quark densities, this
implies that the quark densities do not decrease at the siighkies of3 studied. Indeed;”®
clearly rises ag — 1 atlowQ? andz . Within the framework of DPDFs, this can be explained
in terms of diffractive quark densities peaking at high fimeal momenta at low)? [2, 3]. The
( dependence of diffractive DIS has also been interpretegring of the elastic scattering from
the proton of colour dipoles produced by partonic fluctuaiof the virtual photon [21, 36, 37].
In such models, the cross section at low and intermediatalues is dominated bygg and
qq fluctuations of transversely polarised photons, respelgtivihe rise olr”® as 8 — 1at
low Q? has been interpreted in termsgffluctuations of longitudinally polarised photons [38],
which are suppressed @3 increases.

6 Comparison with Other Measurements

6.1 Comparison with H1 largerapidity gap data.

The FPSs”® data can be compared with H1 measurements obtained usingriBetech-
nique [3], after taking into account the slightly differesross section definitions in the two
cases. Firstly, the cross sectigm — e XY measured with the LRG data is defined to include
proton dissociation to any systemwith a mass in the rang®/y- < 1.6 GeV, wheread” is de-
fined to be a proton in the cross section measured with the&&®ndly, if there are significant
isospin-1 contributions to the sub-leading trajectorarge-exchange reactions producing lead-
ing neutrons are expected in the LRG measurement, whichotig@sent in the proton-tagged
FPS data.

A point-by point comparison between thE® data obtained with the LRG and FPS meth-
ods can be found in [3]. Here, the level of agreement is susgd in more detail in the range
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zp S 0.05, to which the LRG method is applicable. To make the compangith a minimum

of systematic uncertainty and to test for differences betwibe kinematic dependences of the
two cross sections, the LRG measurement is repeated wittheatiéal)?, 3 andz» binning

to that used for the FPS data. The ratio of the two measuren®fdrmed for each@?, 3,
xp) point and the dependences of this ratio on each kinematiabla individually is studied
by taking statistically weighted averages over the othervariables. Since the two data sets
are statistically independent and the dominant sourcegstémsnatic error are very different,
correlations between the uncertainties on the FPS and LR&Gatia neglected.

The ratio of the LRG to the FPS cross section is plotted in éidiias a function of)?, 3
andzp. The combined normalisation errors tf.7% are not shown. Within the remaining
uncertainties of typicallyl0% per data point, there is no significant dependence?,0Q? or
xp. The ratio of overall normalisations, LRG / FPS, is

O‘(My <1.6 GGV)

oY =p)
the dominant uncertainties arising from the normalisaiohthe FPS and LRG data. This
result is consistent with the prediction bfi5*(); from the DIFFVM generator, where the total

proton-elastic and proton dissociation cross sectionsaken to be equal by default and their
ratio is varied in the range 1:2 to 2:1 for the uncertaint®&26].

= 1.23 £+ 0.03 (stat.) £ 0.16 (syst.) , (11)

Since the FPS measurement extends to largeralues than the LRG measurement, the FPS
data provide complementary constraints on the sub-leaghingange trajectory. The value of
nr obtained in section 5.2 is compared with the similarly defiparameter obtained in [3] after
dividing the latter by the factar.23 + 0.16 (equation 11) to account for the differelt, ranges
of the two measurements. Since all other parameters desgtie sub-leading trajectory are
fixed to the same values in the two analyses, the ratigofesults is then equivalent to the ratio
of sub-leading exchange contributions in the two cross@echeasurements. The dominant
model dependence uncertainties largely cancel when fgrthis ratio, which is

OR (LRG)
OR (FPS)

where the first error is the combined statistical and expemiiad systematic uncertainty and the
second is the residual model dependence uncertainty agdefirsection 5.2. This result is
consistent with unity, as expected for a dominantly isdgsihgub-leading trajectory.{or f,
rather tharp or a exchanges). It is thus consistent with the conclusion frbarge exchange
cross section measurements obtained by tagging leadinigonsun DIS atzp = 0.1, which
can be fully attributed ta exchange [7].

The predictions of the ‘2006 DPDF Fit A’ to the H1 LRG data [8¢ @ompared with the FPS
data in figures 5-7 after applying a factorof1.39 (equation 12) to the sub-leading exchange
contribution in the fit and an overall normalisation factbr ¢1.23 (equation 11) to account for
the absence of the proton dissociation contribution in tA8 Ease. The FPS data are then well
described in the region covered by the fit to the LRG d&ta % 8.5 GeV?). Extrapolating to
lower Q?, the description remains reasonable.

= 1.39 £+ 0.48 (exp.) £ 0.29 (model) , (12)

The good agreement, after accounting for proton dissatiabhetween the LRG and the
FPS data confirms that the two measurement methods lead foatibihe results, despite hav-
ing very different systematics. The lack of any kinematipeleence of the ratio of the two
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cross sections shows, within uncertainties, that protesatiiation with\/y < 1.6 GeV can be
treated similarly to the elastic proton case. This supgb#ddgactorisation, for both the pomeron
and the sub-leading exchange contributions, of processasing at the proton vertex from
those describing the hard interaction, in terms\éf as well ast (section 5.1) and:» (sec-

tion 5.2). It also confirms that contributions from protossbciation in the LRG measurement
do not significantly alter the measurgdQ? or = » dependences and hence cannot have a large
influence on the diffractive gluon density or other inforroatextracted from the LRG data.

6.2 Comparison with ZEUS|eading proton data.

In figure 9 the FPS® results are compared with those of the ZEUS collaborati@gsured
using their Leading Proton Spectrometer (LPS) [5] and aisegrated ovett| < 1 GeV?2.
The ZEUS data points are interpolated to thand Q? values of this measurement using the
dependences measured in [5]. There is very good agreemevedrethe two data sets. The
ratio of the ZEUS LPS to the H1 FPS data averaged over the mezh&inematic range is
0.92 £+ 0.04(stat.) 4+ 0.03(syst.) £ 0.15(norm.), which is consistent with unity taking into
account the dominant normalisation uncertainties. Withaerrors, there is nop, 3 or Q?
dependence of the ratio. The sub-leading exchange cot@silatia similar level at high, and
low (3 in both data sets.

7 Summary

A semi-inclusive cross section measurement is presenteétddaiffractive deep-inelastic scat-
tering processp — eXp. The results are obtained using data taken with the H1 detatt
HERA, where the scattered proton carries at 1683t of the incoming proton momentum and
is measured in the Forward Proton Spectrometer (FPS). TBed&R are in good agreement
with those of the ZEUS collaboration obtained with their ie@ Proton Spectrometer.

Thet-dependence is parameterised by an exponential functinthatdo /dt o« 5. The
resulting values of the slope paramefein the pomeron dominated rangey < 0.0094, are
close to6 GeV~2 and are independent afy in this range within errors, favouring an effective
pomeron trajectory slope), which is close to zero. There is also no signific@dtor 3 depen-
dence ofB. The slope parameter decreases to arou@dV 2 in the higherz » region, where
an additional sub-leading exchange is found to contribute.

The diffractive reduced cross sectiofi” (8,Q% xp,t) is measured at| = 0.25 GeV?2.
Thexp dependence is described using a model which is motivatecegg&phenomenology,
in which a leading pomeron and a sub-leading exchange bortdti The effective pomeron
intercept describing the datads>(0) = 1.114 4 0.018 (stat.) £ 0.012 (syst.) T 0a0 (model).

The data are also analysed in terms of the diffractive redloess section, @ obtained

by integratings’ ") over the rangét,| < |t| < 1 GeVZ2 At fixed zp, a relatively flat3
dependence is observed over most of the kinematic rangeddthedisplay scaling violations
with positivedo? /0 1n Q?, except at the highest values @~ 0.7.
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The FPS data are compared with the results of an H1 measureisiag events selected
on the basis of a large rapidity gap (LRG) rather than a lepdnoton, which includes proton
dissociation to states with masses < 1.6 GeV. The ratio of the LRG to the FPS cross section
is 1.23 4 0.03 (stat.) & 0.16 (syst.), independently of)?, 3 andz within the uncertainties.
Apart from this normalisation factor, the FPS and LRG measignts are in remarkably good
agreement, despite having very different sources of syaiererror. The magnitude of the
sub-leading exchange component in the FPS data is congatitit that obtained from the
LRG data, suggesting that charge exchange contributiotiseitatter are small. Within the
present uncertainties, the H1 diffractive DIS data are ttampatible with the factorisation of
the variablesrp, t and My associated with the proton vertex from the variabfeand 2,
which describe the hard interaction, holding separatalyife pomeron and for the sub-leading
exchange trajectory.
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Figure 2: (a) The differential cross sectiep d*>0/dxpdt measured in the kinematic range
2 < Q% < 50 GeVZ20.02 < y < 0.6 for different z» intervals. The results of fits of the
form 2 pd?0 /dxpdt x Bt are also shown. (b) The slope parametesbtained from these fits,
shown as a function of . The results obtained with the ZEUS LPS [5] and the paransater
tion of the H1 data described in section 5.2 are also showae.ifitier error bars represent the
statistical errors and the outer error bars indicate thisstal and systematic errors added in
guadrature.
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Figure 4: The diffractive reduced cross sectiop o,

D(4)

(8,Q% zp,t), shown as a function

of zp for [t| = 0.25 GeV? at different values of3 and Q*. The inner error bars represent
the statistical errors. The outer error bars indicate thassical and systematic errors added
in quadrature. An overall normalisation uncertainty of12@.is not shown. The solid curves
represent the results of the phenomenological ‘Regge’ finéodata, including both pomeron
(/P) and sub-leadinglR) trajectory exchange, as described in section 5.2. Theedastrves

represent the contribution from pomeron exchange alonerdicg to the fit.
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Figure 5: The diffractive reduced cross sectigns,”™ (8,Q% zp) for |t| < 1 GeV?, shown as

a function ofQ? for different values ofr» and3. The inner error bars represent the statistical
errors. The outer error bars indicate the statistical astesyatic errors added in quadrature. An
overall normalisation uncertainty of 10.1% is not showne Bblid curves represent the results
of the ‘H1 2006 DPDF Fit A to LRG data [3], modified as descdbe section 6.1. The dashed
curves represent the extrapolation of this prediction heythe? range which is included in
the fit. The dotted curves indicate the contribution of pamnezxchange alone in this model.
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Figure 6: The diffractive reduced cross sectigns,”® (8,Q% zp) for |t| < 1 GeV?, shown as

a function of3 for different values of: and@Q?. The inner error bars represent the statistical
errors. The outer error bars indicate the statistical astesyatic errors added in quadrature. An
overall normalisation uncertainty of 10.1% is not showne Bblid curves represent the results
of the ‘H1 2006 DPDF Fit A to LRG data [3], modified as descdbe section 6.1. The dashed
curves represent the extrapolation of this prediction heythe? range which is included in
the fit. The dotted curves indicate the contribution of pamnezxchange alone in this model.
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Figure 7: The diffractive reduced cross sectigns,”® (8,Q% zp) for |t| < 1 GeV?, shown as

a function ofz p for different values of3 and@Q?. The inner error bars represent the statistical
errors. The outer error bars indicate the statistical astesyatic errors added in quadrature. An
overall normalisation uncertainty of 10.1% is not showne Bblid curves represent the results
of the ‘H1 2006 DPDF Fit A to LRG data [3], modified as descdbe section 6.1. The dashed
curves represent the extrapolation of this prediction heythe? range which is included in
the fit. The dotted curves indicate the contribution of parmnezxchange alone in this model.
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Figure 8: The ratio of the diffractive cross section foir < 1.6 GeV and|t| < 1 GeV? to
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methods. The results are shown as a function of)a)(b) 3 and (c)x p, after averaging over
the other variables. The lines represent the result of atiitd@ata assuming no dependence on
any of these variables. The inner error bars representdlistgtal errors. The outer error bars
indicate the statistical and systematic errors added inlmgiare. Normalisation uncertainties
of 12.7% are not shown.

26



e HHFPS A ZEUSLP

8 — — = — —
a 006 Q" =27GeV" | Q@=27GeV [ Q*=27GCeV [ Q=27CeV |~
o - =002 |f| p=006 | p=015 F| p=035 |
. B B B B B
= 0.04|— — — — —
< 0 - - - -
0.02| 5[ X3 X & Ag -
| &&$$ = 2 ® L0 ,I &;Q = p -
j‘ | \‘j‘ \T\‘j‘ | \‘j‘ N \‘j‘ | |
0.06 —Q°=53CeV |~ Q*=536eV" [~ Q"=53CeV [~ Q*=53CeV [~ Q"=5.30CeV
- p=002 | pg=006 || g=015 |} =035 | g=0.7
0.04 - - - 3 ;
0.02l - Y i -
- §g§ - se¥e | Z’A*EAA B 3 lizs -
]‘ | \‘j‘ u \‘]‘ | \‘]‘ u \‘j‘ | |
0.06| Q°=10.7GeV* | ~Q*=10.7GeV* [ ~Q*=10.7GeV" [~ Q°=10.7 GeV* | Q"= 10.7 GeV*
- =002 [} p=006 | p=0.15 =035 | 8=07
j\ | \\j\ N \\]\ | \\j\ N \\j\ | |
0.06  Q*=24GeV" |~ @*=24CeV} | Q°=24CeV* |~ Q*=24GeV" | Q°=24GeV
- pg=002_ | p=006}l | p=015 [} p=035 | g=07
0.04 Iﬁ — - - { {
00| AEERNE &:*54 B %{4’}5 -l
073\‘ \‘7‘3\‘ \‘\‘3\‘ \‘7‘3\‘ \‘7‘3\‘ |
10 1010 10"10° 10710 1010 10"

Xip

Figure 9: The diffractive reduced cross sectigrr”® (8, Q% zp) for |t| < 1 GeV?, shown as

a function ofz  for different values of? andQ?. H1 FPS data are compared with ZEUS LPS
results [5]. The inner error bars represent the statiséoars. The outer error bars indicate
the statistical and systematic errors added in quadrailomnalisation uncertainties of around

10% on each data set are not shown.
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Q? bin [GeV?] | (Q?) [GeV?] | [ bin (B) zp bin (zp) B [GeV?
2-50 5.4 0.004-1| 0.4 |0.0002-0.002 0.0009| 6.21 & 0.46+) 73
2-50 7.5 0.004-1| 0.23 | 0.002 - 0.006| 0.0036| 6.26 + 0.597052
2-50 7.9 0.004-1| 0.1 | 0.006 - 0.014| 0.0094 6.14 =& 0.44 1053
2-50 9.0 0.004-1| 0.06 | 0.014 -0.03 | 0.021 | 5.36 & 0.53+)S
2-50 10.3 0.004-1|0.037| 0.03 -0.06 | 0.042 | 4.16 & 0.5015
2-50 12.1 0.004-1|0.023| 0.06 -0.1 | 0.076 | 4.48 +0.567053

Table 3: The slope paramet&;, extracted from fits to the data of the forar/dt < P! in
different regions of: . The mean values @§?, 3 andz » are also shown for each measurement.
The first uncertainty given is statistical, the second sysate.

Q? bin [GeV?] | (Q?) [GeV?] £ bin () zp bin (zp) B [GeV?]
2-50 5.1 0.004 - 0.04| 0.019| 0.0002 - 0.03 0.013 | 6.41 & 0.5870%
2-50 9.1 0.004 - 0.04 0.015| 0.03 -0.1 | 0.054 |4.14 4 0.4370 3
2-50 7.9 0.04 -0.25| 0.12 | 0.0002 - 0.03 0.0074| 5.60 & 0.4070 7}
2-50 16.3 0.04 -0.25/ 0.082| 0.03 -0.1 | 0.048 | 4.41 £0.8277%¢
2-50 8.4 0.25 -1 | 0.51 | 0.0002 -0.03 0.0027| 6.73 & 0.417557
2- 4 2.9 0.004-1 | 0.19 | 0.0002 -0.03 0.0065| 5.78 & 0.3970%
2- 4 3.0 0.004-1 |0.016| 0.03 -0.1 | 0.051 |5.42+0.870%
4-10 6.2 0.004-1 | 0.23 | 0.0002-0.03 0.0077| 6.72 & 0.40%0 79
4-10 6.6 0.004-1 |0.024| 0.03 -0.1 | 0.052 | 4.13+£0.6079%5

10 - 50 18.8 0.004-1 | 0.26 | 0.0002-0.03 0.01 |5.96+0.687073
10-50 21.2 0.004-1 |0.054| 0.03 -0.1 | 0.055 |3.62+0.65707%}

Table 4: The slope paramet& extracted from fits to the data of the forda /dt oc 5! in
different regions ofr », 3 and@?. The mean values of these kinematic variables are also given
for each measurement. The first uncertainty given is sitzlsthe second systematic.
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Q* [GeV?] | p Tp zpor® [Gev—? zpor®
2.7 0.02 | 0.0040| 0.0194 4 0.002375:59%7 | 0.0147 4 0.0017+5:992}
2.7 0.02| 0.0100| 0.0193 4 0.001675:9933 | 0.0141 4 0.001275:99%0
2.7 0.02| 0.0220| 0.0163 £ 0.001619905% | 0.0116 4 0.001170 0050
2.7 0.02| 0.0450] 0.0209 £ 0.0022:002° | 0.0140 + 0.001575- 9928
2.7 0.02 | 0.0800| 0.0306 4 0.004275:9936 | 0.0195 4 0.0027+- 9924
2.7 0.06 | 0.0011| 0.0192 4 0.00275:9918 | 0.0147 4 0.0021 75992
2.7 0.06| 0.0040| 0.0159 + 0.00225:9920 | 0.0120 + 0.001675-555
2.7 0.06 | 0.0100| 0.0129 4 0.001475:5922 | 0.0095 4 0.001175:9912
2.7 0.06 | 0.0220| 0.0145 4 0.002175:9917 | 0.0103 4 0.001575-9912
2.7 0.15| 0.0011| 0.0224 + 0.001775:5522 | 0.0170 + 0.001375-5058
2.7 0.15| 0.0040| 0.0161 4 0.001975:5520 | 0.0122 4 0.001475- 9005
2.7 0.15| 0.0100| 0.0149 4 0.001975:9925 | 0.0110 4 0.001475:992
2.7 0.35| 0.0011| 0.0279 4 0.002175:9927 | 0.0213 4 0.001675-9922
2.7 0.35] 0.0040| 0.0177 + 0.002575:952 | 0.0133 + 0.001975-5020

Table 5: The diffractive reduced cross sectiangg,” ¥ measured at| = 0.25 GeV?, and

) integrated oveftu.| < |{| < 1 GeV?, measured a2 = 2.7 GeV?2 and various?
andz p values. The first uncertainty given is statistical, the secgystematic. Normalisation

D(3
xPO-r

uncertainties 010.1% are not included.
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D(3)

Q* [GeV?] | p Tp zpor® [Gev—? Tpor
5.3 0.02| 0.0100| 0.0258 4 0.00255:5542 | 0.0194 4 0.001975:953%
5.3 0.02| 0.0220| 0.0243 4 0.002375:9920 | 0.0174 4 0.0017+5:9922
5.3 0.02| 0.0450] 0.0290 = 0.0031 19903 | 0.0199 4 0.002170 0052
5.3 0.02| 0.0800| 0.0295 & 0.004073:003 | 0.0190 + 0.0027+5-992L
5.3 0.06 | 0.0040| 0.0197 4 0.003275:9922 | 0.0149 4 0.0024 75991
5.3 0.06 | 0.0100| 0.0185 4 0.002375:9930 | 0.0138 4 0.0017+5:9923
5.3 0.06| 0.0220| 0.0240 = 0.0031 199935 | 0.0173 4 0.002270 s
5.3 0.06 | 0.0450| 0.0208 4 0.003475:5922 | 0.0140 4 0.002375-9916
5.3 0.06| 0.0800| 0.0369 + 0.008775:954% | 0.0246 + 0.0057+5-502%
5.3 0.15| 0.0011| 0.0260 + 0.002975:5522 | 0.0199 + 0.002275-5029
5.3 0.15| 0.0040| 0.0202 £ 0.0021 73052 | 0.0153 + 0.001675-992)
5.3 0.15| 0.0100| 0.0222 4 0.003075:9932 | 0.0165 4 0.002275:9928
5.3 0.15| 0.0220| 0.0243 4 0.003475:9927 | 0.0175 4 0.0024 159920
5.3 0.35| 0.0011| 0.0286 = 0.00281990%5 | 0.0218 4 0.002170003
5.3 0.35| 0.0040| 0.0232 4 0.00365:59% | 0.0177 4 0.002775:9921
5.3 0.35| 0.0100| 0.0200 4 0.003675:99% | 0.0149 4 0.0027+-9927
5.3 0.70| 0.0011| 0.0460 + 0.003775:954 | 0.0349 + 0.002875-5057
5.3 0.70| 0.0040| 0.0419 =& 0.005675 0035 | 0.0319 = 0.004375- 503

Table 6: The diffractive reduced cross sectiangg,

integrated ovett,,| < |[t| < 1 GeV?, measured af)?> = 5.3 GeV? and various3
andz p values. The first uncertainty given is statistical, the secgystematic. Normalisation

D(3)
xPO-r

D(4)

uncertainties 010.1% are not included.
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measured ajf| = 0.25 GeV?, and




Q* [GeV?] | p Tp zpor® [Gev—? zpor®
10.7 | 0.02| 0.0100| 0.0325 % 0.005473:995¢ | 0.0243 4+ 0.004075:9939
10.7 | 0.02| 0.0220| 0.0345 & 0.0040F79-9957 | (.0246 4 0.002879-9927
10.7 | 0.02| 0.0450| 0.0422 & 0.004973:9947 | (.0288 + 0.0033+3:9934
10.7 | 0.02| 0.0800| 0.0502 4 0.0075+3:99%3 | 0.0330 % 0.0050+:9936
10.7 | 0.06| 0.0040| 0.0196 + 0.005675:0924 | 0.0149 4 0.004275:99%9
10.7 | 0.06| 0.0100] 0.0236 % 0.003479:9938 | 0.0177 4 0.0026-9-9929
10.7 | 0.06| 0.0220] 0.0269 4 0.0041+39%32 | 0.0193 + 0.0029+9:9923
10.7 | 0.06| 0.0450| 0.0329 & 0.005473:9%28 | 0.0224 + 0.0037+3:9927
10.7 | 0.06| 0.0800| 0.0278 4 0.0087+3:9%%% | 0.0184 4 0.0057+3:9923
10.7 | 0.15| 0.0040| 0.0309 & 0.004473:9%3% | 0.0232 4 0.0033+3:9927
10.7 | 0.15| 0.0100| 0.0213 4 0.002875:55% | 0.0160 4 0.0021 759927
10.7 | 0.15| 0.0220] 0.0240 % 0.003679:9928 | 0.0173 4 0.002679-9920
10.7 | 0.15| 0.0450] 0.0254 % 0.004779:9926 | 0.0174 4 0.003279-9019
10.7 | 0.35]| 0.0011| 0.0382 & 0.00559:9932 | (0.0292 + 0.004219:0925
10.7 | 0.35| 0.0040| 0.0292 & 0.005173:9%3% | 0.0221 % 0.0039+3:9927
10.7 | 0.35| 0.0100] 0.0222 + 0.004279:9931 | 0.0166 + 0.003279-9926
10.7 | 0.35| 0.0220| 0.0341 & 0.007075:55%% | 0.0246 + 0.005173:3928
10.7 | 0.70| 0.0011| 0.0492 4 0.005575:9547 | 0.0374 4 0.0041 75333
10.7 | 0.70| 0.0040| 0.0454 4 0.0073+3:996% | 0.0346 + 0.0056F): 9948
10.7 | 0.70| 0.0100] 0.0339 & 0.0102+3:99¢% | 0.0254 %+ 0.0077+3:9949

Table 7: The diffractive reduced cross sectiangs”™

measured at| = 0.25 GeV?, and
zpor® integrated ovett,m| < [t < 1 GeV?, measured af)? = 10.7 GeV? and various3
andx p values. The first uncertainty given is statistical, the selceystematic. Normalisation

uncertainties 01 0.1% are not included.

31



Q* [GeV?] | p Tp zpor® [Gev—? zpor®
24.0 | 0.02|0.0220| 0.0425 4 0.0088+3:9%% | 0.0306 = 0.0063+9:9933
24.0 | 0.02] 0.0450] 0.0497 #+ 0.009075:09%2 | 0.0341 4 0.006275:9938
24.0 | 0.02|0.0800| 0.0596 4 0.0128+3:992 | (.0394 + 0.0085+9:9943
24.0 | 0.06|0.0100| 0.0264 4 0.0061 13323 | 0.0200 + 0.004619-9933
24.0 | 0.06| 0.0220| 0.0386 4 0.00703:3538 | 0.0276 + 0.005075-9528
24.0 | 0.06| 0.0450| 0.0334 + 0.007573:9935 | 0.0231 + 0.005279-0026
24.0 | 0.06| 0.0800| 0.0740 4 0.0187F9-9%1 1 0.0480 + 0.0124+3:99
24.0 | 0.15| 0.0040| 0.0252 + 0.006879:9927 | 0.0190 + 0.005279-992L
24.0 | 0.15| 0.0100] 0.0204 + 0.003873:9%1 | 0.0152 + 0.002879:0924
24.0 | 0.15| 0.0220| 0.0287 4 0.005170:053% | 0.0206 =+ 0.0036+33924
24.0 | 0.15] 0.0450] 0.0240 %+ 0.006473:9929 | 0.0164 + 0.004479:992L
24.0 | 0.15| 0.0800| 0.0414 =+ 0.018175:993 | 0.0274 + 0.0120+39928
24.0 | 0.35|0.0040| 0.0281 4 0.0072+3:993L | 0.0214 + 0.0055+9:99%2
24.0 | 0.35(0.0100| 0.0356 + 0.0074+3:994 | 0.0266 + 0.005679-9941
24.0 | 0.35]0.0220]| 0.0210 + 0.006073:9924 | 0.0153 + 0.004379:9018
24.0 | 0.35] 0.0450] 0.0400 + 0.018370:9935 | 0.0274 + 0.012679:9926
240 |0.70|0.0011| 0.0535 4 0.0125+3:99%6 | 0.0410 + 0.0095+9: 9932
24.0 | 0.70| 0.0040]| 0.0494 + 0.010673:99%3 | 0.0378 4 0.008179:9049
24.0 | 0.70] 0.0100] 0.0238 + 0.007173:9940 | 0.0177 4 0.005479-9931
24.0 | 0.70] 0.0220] 0.0315 + 0.010373:999 | 0.0231 4 0.007479:9929

D(4)

Table 8: The diffractive reduced cross sectiongg measured alt| = 0.25 GeV?, and
zpor® integrated ovett,| < |t| < 1 GeV?, measured af)?> = 24 GeV? and various3
andx p values. The first uncertainty given is statistical, the selceystematic. Normalisation

uncertainties 01 0.1% are not included.
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