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Abstract

Dijet production in charged and neutral current deep-inelastic positron-proton scat-
tering at HERA is analysed in the kinematic range of boson virtualities Q* from 640
to 35 000 GeV?. Dijet distributions of jet polar angle, jet transverse energy, invariant
dijet mass and other dijet variables are presented and compared with QCD models
and perturbative QCD calculations in next-to-leading order. Using parton densities
derived from inclusive DIS cross section measurements, perturbative QCD is found
to give a consistent description of both the charged and neutral current dijet distri-
butions. Neutral current jet production at Q* > 10 000 GeV? is analysed in detail.
No deviations from the standard model expectation are observed. A direct, model in-
dependent comparison of the charged and neutral current dijet distributions confirms
the expectation that QCD processes proceed largely independently of the underlying
electroweak interaction.

Kurzfassung

Die vorliegende Arbeit untersucht die Entstehung von 2-Jet-Strukturen in tiefunelasti-
schen Streuereignissen des geladenen und neutralen Stromes bei HERA im kinemati-
schen Bereich von Boson-Virtualitaten Q? zwischen 640 und 35 000 GeVZ Die
Verteilungen des Polarwinkels und der transversalen Energie der Jets sowie der in-
varianten 2-Jet-Masse und anderer 2-Jet-Variablen werden gemessen und mit den
Vorhersagen von QCD-Modellen und storungstheoretischen QCD-Rechnungen in
nachstfihrender Ordnung verglichen. Die Vorhersagen der storungstheoretischen QCD
geben eine konsistente Beschreibung der 2-Jet-Verteilungen sowohl in Ereignissen des
geladenen als auch des neutralen Stromes. Im Detail werden auch Jet-Verteilungen
in Ereignissen des neutralen Stromes fiir Werte von Q* > 10 000 GeV? untersucht.
Abweichungen von der Standard-Modell-Vorhersage werden nicht beobachtet. Ein di-
rekter, modellunabhangiger Vergleich der 2-Jet-Verteilungen des geladenen und neu-
tralen Stromes stutzt die Erwartung, daB QCD-Prozesse weitgehend unabhangig vom
zugrunde liegenden elektroschwachen Streuprozefl ablaufen.
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Introduction

The study of jets of hadrons in deep-inelastic scattering (DIS) processes makes possible
crucial tests of fundamental aspects of Quantum-Chromodynamics (QCD) - the theory
of the strong interaction. Jets are considered to be the footprints of the final state
quarks and gluons which are, owing to colour confinement, not directly measurable.
In the Quark-Parton-Model DIS gives rise to events with one jet, originating from the
hadronization of a quark struck out of the proton. Events with two or more jets are
predicted by QCD via gluon radiation off quarks or the splitting of gluons into quark-
antiquark pairs. Events with pronounced multi-jet structures were first observed with
the advent of the electron-proton collider HERA [1]. At HERA proton and electron
beams of 920 GeV and 27.6 GeV, respectively, provide a centre-of-mass energy of
approximately 320 GeV. HERA thus extends the kinematic constraints of previous
fixed-target experiments by several orders of magnitude in both the virtuality, Q?, of
the exchanged boson and the Bjgrken scaling variable, z.

The total cross section at HERA is dominated by pure photon exchange via the
neutral current (NC) process ep — eX. At sufficiently high Q?, however, the influences
of Z° exchange, v/Z° interference and W# exchange via the charged current (CC)
process ep — X contribute significantly. The inclusive NC and CC DIS cross sections
have recently been measured and used to extract the proton structure functions for
values of Q? up to 35 000 GeV? [2, 3]. Studies on the characteristics of the hadronic
final state have so far concentrated mainly on NC interactions. In recent analyses
the gluon density of the proton and the running strong coupling parameter oy were
determined from the measurement of multi-jet cross sections [4, 5]. Due to the strongly
suppressed CC cross section, much less is yet known about the hadronic final state of
CC events. At HERA 10 CC events with multi-jet structures were identified [6]. The
shape of CC jets was studied in [7] on the basis of a very limited data sample, which
is dominated by one-jet events. Due to the significantly lower centre-of-mass energies,
pronounced multi-jet structures can not be observed in deep-inelastic neutrino-nucleon
scattering. Here, only studies on e.g. hadron production mechanisms and charged
hadron multiplicities have been performed [8].

In this thesis the results cited above are complemented by the first detailed inves-
tigation of multi-jet production in CC interactions. Emphasis is put on the analysis of
dijet events. They are studied in terms of jet observables as a function of characteristic
jet quantities like e.g. dijet mass, jet polar angle and jet transverse energy. The mea-



sured distributions are compared to QCD models and perturbative QCD calculations in
next-to-leading order. Unlike in previous jet studies the present analysis is extended up
to the highest Q? so far observed at HERA. Charged current and NC dijet production
are explicitly studied for Q* > 5 000 GeV?. In addition NC jet production is inves-
tigated for Q% > 10 000 GeV?, exploiting the larger number of NC events available.
Finally, dijet production in CC and NC events is compared directly with essentially no
dependence on any model assumptions. This allows to study the expectation that QCD
processes proceed largely independently from the underlying electroweak interaction.
The main part of the results presented in this thesis is published in [9].

Remark: Throughout this thesis a system of units in which h = ¢ =1 is used.



Chapter 1

The H1 Experiment at HERA

1.1 HERA

The HERA' storage ring system at DESY? in Hamburg is the only facility worldwide for
the simultaneous acceleration of electrons and protons. It consists of two independent
storage rings of 6.3 km circumference. In the data taking period 1994 to 1997 HERA
was operated with 27.6 GeV positrons and 820 GeV protons, resulting in a centre-of-
mass energy of /s ~ 300 GeV. Since 1998 the proton energy has been increased to 920
GeV.

The particle beams consist of typically 180 colliding bunches with a longitudinal
extension of approximately 1 cm for positrons and 20 cm for protons. Two consecutive
bunches are separated by time intervals of 96 ns. In the 1997 HERA running period
the average positron current was 36 mA, the average proton current 77 mA and the
average luminosity 5 x 10°° cm™2s™!. The annual integrated luminosity increased from

4 pb™in 1994 to 35 pb~! in 1997. In 2000 HERA delivered 67 pb™! of data.

Four experiments are located around the HERA ring: In the northern and south-
ern interaction zones the positron and proton beams collide inside the H1 and ZEUS
detectors, respectively. To study the spin structure of the nucleons the HERMES ex-
periment inserts polarized probes of 'H, *H or *He into the longitudinally polarized
positron beam. For the investigation of CP violation in the BYB%system the most
recent experiment HERA-B introduces wire targets into the halo of the proton beam.

'Hadron-Elektron-Ring- Anlage
?Deutsches Elektronen-Synchrotron



1.2 The H1 Detector

The most striking features of the H1 detector [10] are its asymmetric geometry with a
more massive instrumentation in the proton beam direction to account for the different
beam energies and its almost full solid angle coverage. Figure 1.1 shows a longitudinal
and a radial projection through its main components. These are the central tracking
chambers, the electromagnetic calorimeter, the hadronic calorimeter, the SpaCal, the
H1 solenoid with the instrumented iron return yoke and the forward muon system.

Also indicated is the H1 laboratory reference frame. Its positive z-axis is defined
as the direction of the incoming proton beam. The x-axis points to the center of the
HERA ring and the y-direction upwards. Its origin is placed in the nominal interaction
point. In the following sections the components of the H1 detector most important for
the present analysis are discussed in more detail.

Instrumented Iron

Forward Muon System Forward Tracker

Central Tracker

7

\

r y
PLUG Calorimeter
SpacCal
2 o\ \_Spacal x

LAr Calorimeter

L | L L L | L L L L L L L L L L |
-800 -400 0 400 -500 0 500

Figure 1.1: A schematic of the H1 detector. The scale is given in centimeters. The
lines and the filled rectangles are the traces of an ep-scattering event.

1.2.1 Calorimeters

The Liquid-Argon calorimeter (LArC) covers the polar angle range 4° < 6 < 153°.
It is divided into an inner and outer part for the measurement of both electromagnetic
and hadronic showers, respectively. The LArC is a sampling calorimeter with liquid
argon as the active material. The passive material is lead in the electromagnetic and
stainless steel in the hadronic part. In the z-direction it is composed of eight wheels,



each of which is again subdivided into eight identical stacks or octants in the r¢-plane
(cf. figure 1.1). Except for the forward and backward wheels, each wheel consists of
an electromagnetic and a hadronic section. The forward wheel has only a hadronic
section, the backward wheel only an electromagnetic section. The LArC is highly
segmented and consists of approximately 45 000 cells. The electromagnetic part has
a finer granularity than the hadronic part to resolve the more compact structure of
electromagnetic showers. Depending on the polar angle, the LArC has in total a depth
of between 20-30 radiation lengths and between 4.5-8 hadronic interaction lengths.

The relative energy resolution of the LArC was determined in test beam measure-
ments [11, 12] to be 12%/+/FE(GeV) & 1% for electrons and 50%/+/ E(GeV) & 2% for
hadrons. The systematic uncertainty on the electromagnetic energy scale was deter-
mined in situ in [2, 13] to be in the range 0.7% — 3%, depending on the calorimeter
wheel in which the energy was deposited. For the analysis of multi-jet hadronic final
states the systematic uncertainty on the relative hadronic energy scale is 4% [14]. The
LArC is non-compensating, i.e. an electron produces on average a larger signal than
a hadron of the same energy. Offline software algorithms based on a cluster weighting
technique have to be applied to correct for this effect. More detailed information on
the LArC can be found in [15]. In the present analysis the LArC is used to measure
the energy flow of the hadronic final state and to identify the scattered positron in
deep-inelastic scattering events.

The Spaghetti-Calorimeter (SpaCal) enhances the detector acceptance in the
backward region. Its main purpose is the identification of positrons at small scattering
angles. The SpaCal covers the polar angle range (153° < § < 177.8°) and consists of a
separate electromagnetic and a hadronic section. The SpaCal is a lead scintillating fibre
calorimeter with in total 1348 photomultipliers amplifying the scintillator light. It has

an energy resolution of 7.5%/1/E(GeV) & 2% for electrons and 30%/,/E(GeV) & 2%
for hadrons [16, 17]. In the present thesis it is only used to measure hadronic energy
flow not contained in the LArC.

The Instrumented Iron return yoke of the H1 solenoid is equipped with streamer
tubes for the identification of minimal ionizing particles and to catch hadronic showers
leaking out of the LArC. In this analysis it is mainly used for the identification of
background events from cosmic muons or beam halo muons.

1.2.2 Tracking System

Tracks of charged particles are reconstructed with a system of drift and proportional
chambers. The momentum and the charge is determined from the curvature of the
tracks in the magnetic field of 1.2 T of the H1 solenoid. The solenoid surrounds the
LArC.

The Central Tracking Device (CTD) consists of two concentric drift chambers
with their signal wires stretched parallel to the beam pipe (CJC1, CJC2) and two drift



chambers with their signal wires stretched perpendicular (CIZ,COZ) to it. The CTD
covers the polar angle range 25° < 6 < 155°. The zy-resolution of the CTD is 170 gm
and the z-resolution 300 ym. The relative momentum resolution o,/p? is better than
0.01 GeV~!. The CTD is complemented by the two multi-wire proportional chambers
(MWPC) CIP and COP. Due to much shorter drift ways of MWPC’s they provide

accurate timing information and are thus used to deliver fast trigger signals.

In the forward region tracks are reconstructed with the Forward Tracking Device
(FTD). It is composed of three identical supermodules. Each supermodule is made up
of a planar drift chamber, a MWPC, a transition radiator and a radial drift chamber.
The FTD extends the angular coverage of the tracking system down to 7°. The xy-
resolution of the FTD is 210 pum and the polar angle resolution is better than 1 mrad.

In this analysis the CTD is used to determine the event vertex, the scattering angle
of the scattered positron and the momenta of charged particles from the hadronic final
state. Tracks reconstructed in the FTD are only used to determine the event vertex in
the case where no tracks are measured in the CTD.

1.3 H1 Trigger System and Event Reconstruction

The main sources of background in the H1 detector are interactions of the proton beam
with remnant gas atoms in the beam pipe or the wall of the beam pipe and synchrotron
radiation from the positron beam. The background rate is of order 10 kHz. Since the
rate of interesting physics events is typically as few Hz an effective filtering scheme is
needed. In H1 this is achieved by four successive trigger levels L1, L2, L4 and L5°.

The first trigger level L1 provides within 2.4 ps on average a decision of whether
an event is to be rejected or kept and passed on to the next trigger level. As input L1
uses information from all available subdetectors, given in the form of trigger elements.
The trigger elements are logically combined into 128 different subtriggers, which are
optimized for the identification of different physics processes. Subtriggers with high
rates are artificially suppressed (‘prescaled’) in order to reduce the fraction of less
interesting physics events. To avoid deadtime all signals from the approximately 25
bunch crossings occurring within the 2.4 ys needed by L1 are pipelined. The pipeline is
only stopped and the event passed on to the next trigger level if at least one subtrigger
condition is fulfilled. At this moment the detector readout is stopped and the deadtime
begins.

On the second trigger level L2 more sophisticated filtering mechanisms based on
topological requirements and neural network outputs are applied within 20 us. If an
event is rejected by L2 the deadtime ends and the data taking starts anew. If L2
delivers the signal to keep the event, then the full detector information is read out in
approximately 1 ms during which time the detector is not ready for data taking.

3The trigger level L3 is currently not used.



Finally, the events accepted by L2 are transferred with a rate of 40 Hz online
to the trigger level L.4. Here the full event record is available and the events are
partially reconstructed. Software algorithms based on characteristic details of the
physics processes of interest are applied to the reconstructed events for further filtering.
The events accepted by L4 are written to tape with a rate of 10-20 Hz. A small fraction
of events rejected by L4 are stored to monitor the L4 efficiency.

The full event reconstruction including the application of calibration factors and
the distribution of the events among different physics classes is performed on the last
trigger level L5. If an event cannot be assigned to a certain class it is rejected. Finally
the events are written in compressed format to so called data summary tapes which are
the basis for all physics analyses. In 1998 L4 took over the event classification leaving
L5 as a pure event reconstruction unit.






Chapter 2

Perturbative QCD and DIS

In this chapter the basic theoretical and phenomenological concepts related to the
present analysis are briefly reviewed. Fundamental principles of Quantum Chromody-
namics (QCD) needed to define and calculate cross sections in perturbation theory are
summarized in the first section. The concept of parton density functions and the fac-
torization of perturbative and non-perturbative effects is introduced thereafter. The
phenomenology of deep-inelastic ep-scattering is introduced in the third section. In
the fourth section the structure of di-parton cross sections is addressed. Finally, the
definition of meaningful jet observables and the calculation of jet cross sections in

perturbative QCD (pQCD) are discussed.

2.1 Perturbative QCD

One of the most striking features of QCD, the theory of the strong interaction be-
tween quarks and gluons, is asymptotic freedom. Asymptotic freedom explains why
perturbative methods can be applied to calculate cross sections at high energies. It
introduces the concept of a running coupling parameter o which becomes smaller as
the energy scale of the process increases. The key to this phenomenon is the fact that
gluons as well as quarks carry colour charge and thus are subject to self-interaction.
Besides the quark-gluon interaction two more fundamental interactions thus exist in
QCD: the three gluon and the four gluon interactions.

The radiative corrections to these three fundamental vertices thus contain not only
quark loops but also gluon loops, which have to be considered in the perturbative
expansion of any physical observable S. The simplest loop diagrams are shown in figure
2.1. The loops correspond to the creation of virtual particles with infinite momenta.
The dedicated integrals given by the Feynman rules are divergent. The presence of
these wultraviolet divergences require renormalization of the perturbation series. The
integrals are made finite by introducing a dimensionful parameter pp, corresponding
to the momentum at which the subtractions to remove the ultraviolet divergences
are performed. The divergences are absorbed into a redefined coupling parameter
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Figure 2.1: Feynman diagrams related to the running of as in the one loop approrima-
tion. Quarks are represented by solid lines, gluons by curly lines.

as(pr) according to a specific but in principle arbitrary prescription, referred to as a
renormalization scheme. The scale up is however not intrinsic to the theory, i.e. it
does not appear in the QCD Lagrangian. Therefore the physical observable S must
depend neither on upr nor on the chosen renormalization scheme. Mathematically this
is expressed in the renormalization group equation [18]:

ds
2 !
—- =0 2.1
It can be shown that the up dependence in S enters entirely through the scale depen-
dence of ay [19]. The latter is expressed by the f-function of QCD which describes
how ag changes in the transition from ppr to any larger energy scale @):

da,(Q?) 2 :
= s , t=1 . 2.2
=@, 1=m (22
The p-function has the perturbative expansion

Blas) = —Boai(1 + Bros + Baaf + O(a))). (2.3)

The coefficients 3y and (3; are universal, whereas the higher order coefficients depend
on the renormalization scheme chosen. They are extracted from the higher order
loop corrections to the fundamental vertices of the theory. The coefficient 3y receives
contributions from the diagrams shown in figure 2.1. It is given by

33 - an

o= —1ox

(2.4)
where n; is the number of quark flavours to be considered at a given energy scale. If
both a,(u%) and as(Q?) are in the perturbative region (o, < 1), 3; and the higher
order coefficients can be neglected to first approximation. Equation 2.2 can then be
integrated to give

2y _ O‘s(/ﬁ%)
as(Q%) = o) +ﬁoln%' (2.5)

It follows that for very large Q? the running coupling approaches zero. The theory is
said to be asymptotically free.

Perturbative QCD predicts the energy dependence of the strong coupling but not its
absolute value. The latter has to be determined from experiment. Conventionally all
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determinations of «; are interpreted in terms of a common reference scale, taken to be
the mass of the Z° boson. The current world average value is as(M%) = 0.119 £ 0.002
[20]. Note that o, at higher orders does not only depend on the renormalization
scale but also on the renormalization scheme used. The most common scheme is the
MS modified minimal subtraction scheme [21]. Here, the ultraviolet divergences are
regularized by reducing the four-dimensional integrals to those of dimension 4 — 2e,
where € is a small number.

The perturbative expansion of the physical observable 5, e.g. a cross section for a
given scattering process, can now be written as

S = So + Sras(up) + S2a5(g) + - (2.6)

The coefficients S; generally depend on pp. The required independence of S from the
renormalization scale is only guaranteed when calculated to all orders in a;. Then
the pp dependences of the coefficients S; and a; completely cancel. In any fized order
perturbative calculation S will always depend on the renormalization scale. The size
of this scale dependence is related to the size of the (omitted) higher order corrections.
In leading order (LO), i.e. the first order in «a; contributing to a given process, the
coefficient is independent of pur. Thus at LO the ur dependence of S is only due to
as(uf) and no cancellation takes place. Only when calculated at next-to-leading order
(NLO) can the scale dependence of S be reduced due to cancellations between the
coeflicients and a.

2.2 Parton Densities and Factorization

Perturbative calculations are possible in the region of high energies or, equivalently,
short distances, i.e. for a, < 1. The perturbative calculation of cross sections is,
however, complicated in the presence of an initial state hadron, such as the proton in
deep-inelastic scattering. The interactions between quarks and gluons inside a hadron
take place at low energies and are thus not calculable by perturbative means. There-
fore the concept of parton density functions has been introduced. They describe the
momentum distribution of the individual quarks and the gluon inside hadrons. More
precisely, the function ¢, (&) defines the probability to find a parton p (quark or gluon)
inside the hadron h with the fraction ¢ of the hadron’s momentum. The parton density
functions are not predicted by QCD but must be determined from experiment. Most
importantly, they can be defined completely process independently, i.e. they specify a
universal property of the given hadron.

The scattering of a virtual boson off a quark receives O(a) corrections from initial
state gluon emissions. The perturbative calculation of these corrections are subject
to collinear divergences, i.e. for gluons emitted with vanishing transverse momentum.
These divergences are not cured by renormalization. They can, however, be factorized
into redefined parton density functions in a similar way as the ultraviolet divergences
are absorbed into the renormalized strong coupling. This requires the introduction of

11



a factorization scheme and a factorization scale pp. The latter can be interpreted as
the transverse momentum below which gluon emissions are absorbed into the redefined
parton densities. The pp dependence of the parton density functions is described by
the DGLAP equations [22]. In analogy to the renormalization group equation (2.1)
they express the requirement, that any physical observable must not depend on the
choice made for pp.

The factorization of the non-perturbative and the perturbative parts of the strong
interaction is proven to hold to all orders in perturbation theory. Simplifying, the gen-
eral structure of a cross section involving partons in the initial state may be expressed

as [23]
on =3 [ 4 qualorid) - (6 n), (2.7)

where the sum runs over all contributing partons p, and &, denotes the perturbatively
calculable partonic cross section from which the initial state singularities are factorized
out at the scale up.

2.3 Deep-Inelastic Scattering

Two processes contribute to deep-inelastic positron-proton scattering (DIS): the neutral
current (NC) process etp — ¢t X where the interaction between the positron and the
proton is mediated by a photon or a Z° boson, and the charged current (CC) process
etp — v.X, where a charged W+ boson is exchanged. Both processes are directly
observable at HERA. In the Quark-Parton-Model (QPM) DIS is described as the elastic
interaction of a virtual boson with a free, point-like constituent of the proton, known
as a parton. The partons are assumed to carry no transverse momentum. The cross
section is then given as the incoherent sum over all contributing partons. Identifying
the partons with the three valence quarks the QPM corresponds to the zeroth order
approximation of QCD. DIS in the QPM is illustrated by the diagram in figure 2.2.

Labelling the four-momenta of the incoming and outgoing lepton as k£ and £/, the
momentum of the incoming proton as P and the momentum transfer carried by the
exchanged boson as ¢ = k — K, the standard DIS variables are defined by

2
Q"= —q, v=5p Y kP
The Bjoerken scaling variable z is interpreted in the QPM as the fraction of the proton’s

(2.8)

momentum carried by the struck quark. The inelasticity y corresponds to the relative
energy transfer from the positron to the proton in the proton rest frame. The DIS
variables (2.8) are related to the centre-of-mass energy squared s ~ 4E.F, by

Q* = zys. (2.9)
Given the energies E. and FE, of the incoming positron and proton the kinematics

of DIS events are thus completely determined by the knowledge of two independent
variables.

12
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Figure 2.2: Deep-inelastic scattering in the Quark-Parton-Model.

The general structure of a DIS cross section is the product of a propagator term and
a structure functions term, the latter parameterizing the structure of the proton. For
NC etp — et X scattering the Born double differential cross section can be expressed

as
2o, 2ra?  +
where « is the fine structure constant and
?\;I-Cp(xv Qz) = Y—I-F?(xv Qz) - Y—xF?)(xv Qz) - yQFL(x7 Qz) (211)

The functions Y3 = 1 + (1 — y?) represent the helicity dependences of the electroweak
interaction. The longitudinal structure function I, influences the cross section signif-
icantly only at large values of y. For unpolarized particles the generahzed structure
function F can be decomposed into the structure functions I, FZ and FW , represent-
ing the contribution of pure photon exchange, pure 7 exchange and ’yZO mterference,

respectively. In a similar way x F3 is composed of the parity violating structure function
Il and xF7.

By neglecting the F7, contribution and the vector coupling of the positron to the
7 boson relative to its axial vector coupling, the NC cross section equation 2.10 can
be approximated as’:

+
ol 27t [ 1 1 K2 , 1 Kw

~ — VY. I, 71”1/ WY — o ——
dzd()? x|t T 3 4(Q*+ M2)? 2Q%(Q* + M32)

eF77|, (2.12)

where M is the mass of the Z° boson and sy = 1/(4sin® Oy cos® Oy ) a function of the
weak mixing angle fy,. From the above expression it can be seen that for Q* < MZ the
NC cross section is dominated by pure photon exchange. The Z° effects only become

!The vector coupling of the positron to the Z° boson is v, = % — 2sinfy & 0.04, where yy is the

weak mixing angle. The axial vector coupling a, = %

13
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Figure 2.3: Effect of Z° exchange and vZ° interference on the total NC etp cross
section. The cross section for pure photon exchange is denoted o.,. The calculations

are performed with the HECTOR program [24] at fixed x of 0.4.

sizable at Q% &~ MZ. For et p scattering v7° interference leads to an effective reduction
of the cross section, as illustrated in figure 2.3. For Q% < 5 000 GeV? the effects of
79 exchange and vZ° interference largely cancel. At Q? = 10 000 GeV? Z° exchange
increases the cross section by ~10%, while vZ° interference reduces it by ~15%. The
net effect is a reduction of 5%. At Q* = 20 000 GeV? the contributions from Z°

exchange and v/Z° interference reduce the cross section by ~30%.

The Born double differential cross section for the CC etp — . X process can be
expressed as:

Logd G M\

= e 2.13

GedQ? ~ 2n0 \1Rg, +02) 07409 213)

where My is the mass of the W boson and G/ is the Fermi coupling constant. The

structure function term ¢c¢ can be decomposed into generalized structure functions
in a similar way to ¢y¢ in equation 2.11 (see e.g. [25]).

The different Q? dependences of the NC and CC cross sections are best seen using
the relation Gy = 7Toz/(\/§M§V sin® Oy ). For Q? < M3, and ¢énc ~ ¢cc the CC cross
section is much smaller than the NC cross section. Only at Q? ~ M, do they start to
be of similar size. This is illustrated in figure 2.4 with a recent Hl measurement of the
NC and CC e*p cross sections, here shown as a function of ) and integrated over x.
At low Q? the CC cross section is much less steeply falling than the NC cross section.
For Q? ~ 500 GeV? the cross sections differ by two orders of magnitude. When (2
approaches M7, the cross sections start to agree in shape and magnitude. Note also
that at this scale the effects of Z° exchange and v/Z° interference start to become
sizable. However, for etp scattering the CC cross section is always smaller than the
NC cross section even at highest Q*. This is due to the different boson-quark couplings
in CC and NC interactions.
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Figure 2.4: HI measurement of the differential NC and CC cross sections do [/dQ* [2].

This is illustrated within the simple picture of the QPM. Here, i.e. in leading order
QCD, when neglecting Z° exchange, the NC structure function term (2.11) is given as:

4 1 -
Pl =1+ (1 -y §(u+c+u+é)+§(d+s+d+§) : (2.14)

where the up, down, charm and strange quark densities are denoted u,d, ¢ and s, re-
spectively. Note that in the kinematic range of HERA the bottom and top quark

densities do not contribute. The corresponding O(a?) approximation for the CC struc-
ture function term ¢c¢ can be expressed as

et

doc¢ = zl(u+e)+ (L —y)*(d+s)]. (2.15)

In this approximation the NC cross section at high = depends predominantly on the
valence distribution of the u quark, whereas the CC cross section is mainly sensitive
to the d valence quark density.

2.4 Cross Sections for Di-parton Final States

In the QPM the parton densities and thus the structure functions do not depend on Q2.
When taking higher order QCD processes into account this simple picture is distorted.
In O(a) the structure functions receive contributions from two fundamental processes
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Figure 2.5: Selected Feynman diagrams contributing to di-parton production: Boson-

Gluon-Fusion (left) and QCD-Compton scattering (right).

that each lead to two-parton final states: the Boson-Gluon-Fusion (BGF) V*¢ — ¢q
and the QCD-Compton V*q — gq scattering process (V* denotes the virtual exchanged
v/Z° or W boson). Selected Feynman diagrams for these processes are shown in figure

2.5.

The cross sections for these di-parton final states are fully described by five inde-
pendent kinematic variables. Besides z and (? the azimuthal angle ® between the
parton plane (p,, p1) and the lepton plane (E, lg’) in the hadronic centre-of-mass frame
and the Lorentz invariant variables

2 2
L@ Q
2ppq @+ mi,

are frequently used. The four momenta are labeled according to figure 2.5 and mi, =
(p1 + p2)? is the invariant mass squared of the di-parton system. The z; are related by
z1 + z2 = 1 for massless partons. The fivefold differential O(ay) cross sections for NC
and CC interactions can be written as

_ PpPi
g’

i=1,2 (2.16)

and  z; , 2,

o ey
dedQ)*dr,dz d® QY 2w

2ra,d’occ _ G_fw M, ’ %[[cc + 109 (2.17)
dedQ)*dr,dz d® 2r \ME +Q?) 277 ¢ '

where [, and [, denote the contributions of the BGF and QCD-Compton processes,
respectively [26]. The NC and CC [, and [, terms differ with respect to the different
couplings and helicity structures in NC and CC interactions.

The perturbative calculation of the cross sections is subject to singularities in certain
regions of the di-parton phase space. This is best seen when expressing the cross
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sections in terms of the variables x, and z;. For the QCD-Compton contribution the
cross section has the singularity structure:

2.2
1—|—:Jcpz:1

1—2)(1—a,)

dUQODO ~ ( (218)

The cross section diverges for zy,2, — 1. This corresponds to the kinematic configu-
rations where p; is collinear to p, or p;, or p; is soft, i.e. its energy approaches zero.
The soft singularities are also called infrared singularities.

The singularity structure of the BGF contribution is given as:

[ 4 (1= )" + (1 — %))

=2 (2.19)

dUBGF ~

In addition to the singularity as z; — 1, doggr is singular for zy — 0. This occurs if
p1 1s collinear to p, or if p; is soft.

The collinear and infrared singularities associated with the initial state can be
absorbed into the redefined parton densities as discussed in section 2.2. The final state
singularities cancel against corresponding singular terms in the O(a;) virtual di-parton
corrections according to the Kinoshita-Lee-Nauenberg mechanism [27].

2.5 Jet Cross Sections in Perturbative QCD

Due to the phenomenon of hadronization the two partons originating from the processes
discussed in the previous section will give rise to two jets of hadrons in the detector.
The ability to clearly distinguish the two jets mainly depends on the separation of the
primary partons, the nature of the hadronization process and the detector resolution.
This makes necessary the introduction of a well-defined jet observable in order to define
a genuine dijet cross section both on the parton and the (experimental) hadron level.

A jet observable generally is required to establish a close correspondence between
the partonic and hadronic final states and to be only weakly affected by the long-
distance hadronization processes. In order to be calculable order-by-order in pertur-
bation theory a jet observable in addition has to fulfill the conditions of infrared and
collinear safety. An observable Fj.; meets this requirement if its value is independent
of the number of soft and collinear particles in the final state. More precisely, Fj.
should behave as .7:;2{"1 — .7:]77;f whenever the (m + 1)-parton configuration is obtained
from the m-parton configuration by adding a soft parton or replacing a parton by a
pair of collinear partons with the same total momentum.

The property of infrared and collinear safety guarantees the cancellation of soft and
collinear singularities from the real corrections against those of the virtual corrections
to the equivalent process, as mentioned in the previous section. For practical appli-
cations in NLO calculations the cancellation of singularities has to be arranged in an
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observable independent way. Technically this is achieved by two different methods:
the subtraction method [28] and the phase-space-slicing method [29]. The approach
common to both methods is to first extract the singular parts of the cross section and
treat them analytically. The remaining finite parts are then integrated numerically.

Subtraction method The separation of the cross section integral into a finite and a
singular part is achieved by subtracting and adding back a quantity ocr which
fulfills two conditions: it has the same point-wise singular behaviour as the real
corrections and it is analytically integrable over the one-parton phase space giv-
ing rise to the collinear and soft divergences. When subtracted from the real
corrections ocr acts as a counter term such that the integral can be solved nu-
merically. The analytic integration of o¢r yields poles which can be combined
with those of the virtual corrections to cancel all divergences. The remaining
integral can again be evaluated numerically.

Phase-space-slicing method The range of integration of the real corrections is split
by introducing a small technical cut-off parameter s,,;,. The lower integral can
be evaluated analytically using soft and collinear approximations of the integrand
which regulate the singularity. The resulting singular expressions cancel against
corresponding singular terms from the virtual corrections. The remaining (upper)
integrals are finite and can be evaluated numerically. The method is exact in the
limit where s,,;, vanishes. In practice s,,;, only has to be sufficiently small such
that the soft and collinear approximations are valid.

Both methods are implemented in current programs which make possible the NLO cal-
culation of arbitrary infrared and collinear safe observables in deep-inelastic scattering.
These programs are introduced in the next chapter.
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Chapter 3

QCD: Models and Calculations

In this chapter two different approaches to describe deep-inelastic ep scattering data are
introduced. QCD Monte-Carlo event generators are discussed in the first section. They
simulate DIS events based on model assumptions and parameter sets which have to be
adjusted in comparison with experimental data. Programs for the perturbative calcu-
lation of cross sections in fixed order of the strong coupling are described afterwards.
They are theoretically well-defined and almost entirely free of external parameters.

3.1 QCD Monte-Carlo Models

Monte-Carlo (MC) event generators are based on models for the simulation of higher
order QCD processes and theoretically not described effects of hadronization. A com-
parison of MC predictions with measured data thus provides important information
on the validity of the model assumptions. Providing the full record of all particles
produced in a generated event MC models are in addition used to estimate: 1) the
size of effects related to the limited acceptance and resolution of the detector, when
combined with detector simulation programs and, 2), the size of hadronization effects
needed for the comparison of perturbative QCD calculations with experimental data.

In this analysis the MC models ARTADNE 4.10 [30], LEPTO 6.5.23 [31], RAPGAP
2.08/06 [32] and HERWIG 5.9 [33] are used. The parameter sets of ARTADNE, LEPTO
and HERWIG have been optimized in [34] to describe NC DIS data. In all MC simu-
lations the CTEQA4L [35] parameterizations of the proton parton densities are taken.

ARIADNE simulates higher order QCD effects according to the color dipole model
[36]. Gluons are generated by a chain of independently radiating color dipoles.
The primary dipole is formed between the proton remnant and the struck quark.
In order to include gluon-induced processes, exact O(a,) matrix elements are
implemented. In a BGF process the starting point for further gluon radiation
are two independent dipoles formed between the quark or the antiquark and the
proton remnant. QCD-Compton processes originating from the matrix elements
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are discarded assuming that the first hard gluon emission is correctly reproduced
by the QCD cascade. ARTADNE is interfaced with the LEPTO program which

generates the electroweak part of the ep scattering process.

The fragmentation of the partons into the final state hadrons is performed with
the Lund string model [37]. In this approach the color flux between a ¢q pair
is represented by a narrow flux tube, a ‘string’, of constant energy density. The
potential energy of the string increases when the particles are rapidly separating
due to the rise of the strong force with increasing distance. When the energy
is high enough a ¢g pair can tunnel out of the vacuum thereby breaking the
string into smaller substrings, still rapidly separating. The final state hadrons
are formed when no energy is left to produce further ¢q pairs.

LEPTO Higher order QCD processes are approximated by initial and final state par-
ton showers [38] governed by the DGLAP evolution equations. The starting
point for the initial state parton shower is a quark with a small spacelike virtu-
ality. This quark becomes increasingly off-shell by emitting further partons until
it is scattered by the virtual boson and turned into a quark that is either on-shell
or has a timelike virtuality. According to its virtuality it can then radiate further
partons to form the final state parton shower.

Hard processes are described by O(a;) matrix elements. The soft and collinear
divergences of the matrix elements are avoided by restrictions on z;. The first
hard emission from the matrix elements and the parton showers are matched by
restricting the maximum virtuality of the parton shower to the invariant mass
Spmin of the di-parton system. In practice the amount of parton radiation is steered
by a parameter ()g which has a value in the order of the mass of a typical hadron
(~1 GeV). Hadronization is performed according to the Lund string model.

RAPGAP isvery similar to LEPTO for DIS processes. It is also based on the DGLAP
parton showers and O(ea;) matrix elements. In contrast to LEPTO it uses the
transverse momentum of the di-parton system as a cut-off for the matrix elements.
In addition, RAPGAP contains various models for diffractive processes and is able
to generate events with a resolved virtual photon. RAPGAP also uses the Lund
string model.

HERWIG is also based on initial and final state parton showers and O(«a;) matrix
elements. In contrast to LEPTO the HERWIG parton showers fully include
QCD color coherence effects and azimuthal correlations from gluon polarization.
Hadronization is performed according to a cluster fragmentation approach [39].
Here gluons are forced to split non-perturbatively into gq pairs after the parton
shower evolution has terminated. Based on the concept of preconfinement [40],
adjacent quarks and antiquarks are combined to form color singlet clusters. The
final state hadrons arise non-perturbatively out of the decay of these clusters.
The cluster fragmentation approach has the advantage of introducing only very
few parameters for the modeling of the hadronization process compared to the
Lund string model.
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QED radiative corrections can have a large impact on inclusive cross section mea-
surements and hadronic final state analyses. They are simulated in ARIADNE,
LEPTO and RAPGAP by the DJANGO [41] interface to the HERACLES program
[42]. HERACLES allows the integration of the inclusive differential NC and CC cross
section including QED radiative processes. For NC interactions leptonic initial and
final state bremsstrahlung processes as well as quarkonic radiation are implemented.
For CC reactions only the contribution from initial state leptonic bremsstrahlung is
included.

Throughout this thesis the MC simulation after the parton cascade and after
hadronization is referred to as the parton and the hadron level, respectively. When
combined with the H1 detector simulation, the MC output is referred to as the detec-
tor level.

3.2 Next-to-Leading Order QCD Programs

In contrast to MC models purely perturbative QCD calculations in DIS are essen-
tially parameter-free. In principle the only input is a value for the strong coupling
as, a choice for the renormalization and factorization scale and a set of proton parton
density functions. Comparisons with measurements are thus a crucial test of QCD
at short distances. Calculations of cross sections in NLO are necessary to reduce the
renormalization (and factorization) scale dependence significantly compared with LO
predictions (cf. section 2.1). NLO calculations are expected to provide reliable predic-
tions in the presence of high energy scales. In regions where soft and collinear effects
become important next-to-next-to-leading order or even higher order calculations may
be required. At present, however, no such calculations for DIS are available.

Four NLO programs are currently available for the calculation of cross sections
and distributions of arbitrary infrared and collinear safe observables: MEPJET [23],
DISENT [43], JETVIP [44] and DISASTER++ [45]. All programs are able to calculate
the total ep-cross section and the dijet cross section in perturbative QCD in NLO. They
all provide the full partonic event record needed in order to apply arbitrary cuts on
the final state.

MEPJET employs the phase-space-slicing method to organize the cancelation of final
state soft and collinear divergences. It is at present the only program that in-
cludes besides v exchange, Z° effects and W exchange. MEPJET is thus used in
this thesis to analyze the CC dijet data. The renormalization and factorization
scale can be chosen arbitrarily in MEPJET.

DISENT is based on the subtraction method with the subtraction terms constructed

by means of dipole factorization [43]. Whereas any desired renormalization scale
can be chosen in DISENT, the factorization scale is fixed to (multiples) of Q.
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Among the four programs DISENT is by far the fastest with respect to computing
time. In the present thesis it is used to calculate the NC NLO predictions.

JETVIP uses the phase-space-slicing method. It is the only program that includes
photoproduction and contributions from resolved virtual photons in addition to
DIS processes. In the present thesis JETVIP is only used as a cross-check to the
DISENT predictions.

DISASTER++ The cancellation of singularities is achieved by the subtraction
method in combination with a generalized partial fraction formula [45]. In con-
trast to the other programs DISASTER++ makes the full dependence on the
number of quark flavours together with an arbitrary choice of the factorization
scale explicitly available.

The consistency of the predictions of the four programs has been studied in [46].
For the LO NC jet cross sections all four programs are tested to agree better than a
fraction of a per cent. Overall agreement is observed between the NLO jet cross section
calculations of DISENT and DISASTER++. The only difference between DISENT
and DISASTERA++ recorded so far is observed for extreme values of a specific event
shape variable [47]. These extreme phase space regions are however not relevant for
the present analysis.

Neutral current NLO jet cross sections calculated with MEPJET are observed to
be systematically lower than the DISENT and DISASTER++ predictions. Effects in
the order 5-8% are seen [46]. The results are found to be independent of the choice
for the value of the phase-space-slicing parameter. The reason for these discrepancies
is not yet known. Likewise the reason for an observed unexpected strong dependence
of the JETVIP calculations on the value of the phase-space-slicing parameter is so far
unclear. However, for values between 10™* and 10™* the JETVIP results are in general

agreement with DISENT and DISASTER-++.

In [46] it is thus recommended to use DISENT or DISASTER++ for the calculation
of NC jet cross sections. Due to the lack of alternatives, however, MEPJET is the only
choice for CC calculations. Note that the observed discrepancies between MEPJET
and the other programs do not necessarily affect the CC calculations.
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Chapter 4

Data Selection

This analysis is based on the data taken with the H1 detector in 1994-1997. They
correspond to an integrated luminosity of 35.7 pb™!. The main selection criterion of
CC events is the observation of a large imbalance in transverse momentum caused
by the scattered neutrino which cannot be detected directly. Neutral current events
are selected by requiring the identification of the scattered positron. For a direct
comparison the CC and the NC data samples are defined analogously. The missing
transverse momentum in CC events and the transverse momentum of the scattered
positron in NC events must exceed 25 GeV. This leads to roughly 500 CC and 8 600
NC events. The corresponding Q* of the selected events is larger than 640 GeV?.

The CC event selection used in this thesis is based on [48, 49]. The method used
therein for the reconstruction of the missing transverse momentum as well as the tech-
niques used for the rejection of background have been adopted. The NC event selection
is essentially identical to that used for the H1 measurement of inclusive cross sections
in [2]. This concerns primarily the positron energy calibration and the hadronic energy
measurement. Details of both event selections can also be found in [13]. After short
notes on kinematic reconstruction methods and the hadronic energy measurement, the
main aspects of the CC and NC event selections will be described.

4.1 Kinematic Reconstruction

The hadron method reconstructs the kinematic variables entirely from the energies and
momenta of the hadronic final state particles. It is the only kinematic reconstruction
method that is available for CC events. The kinematic variables are given by [50]

il B — pei) ) [

Yo = 2Ee ) Qh =, Tp = ) (41)

Pry, = %me)? + (X pa)? (4.2)
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The sums in equations 4.1 and 4.2 run over all final state particles « with three momen-
tum components p, ;. pyi, p.; and energy F;, excluding the scattered lepton. Particle
masses are neglected. The centre-of-mass energy squared and the energy of the incom-
ing positron are denoted by s and E., respectively. The hadron method relies on the
assumption that the amount of longitudinal momentum in the positron direction and
the transverse momentum lost in the beam pipe are negligible.!

The (? resolution of the hadron method degrades strongly with increasing y; as

562% |yh _ 5yh 5@% |PT,h - 5PT,h
Q% L — yh7 Q% PT,h '

For the kinematic selection of this analysis the Q% resolution decreases from ~20%

(4.3)

at low y;, to ~30% at high y,. The y resolution of the hadron method is in contrast
essentially independent of ;.

In NC events the kinematic variables can be reconstructed by various means since
the detected scattered positron provides redundant information. In the present analysis
the electron method is generally used. Given the energy E! and the polar angle 8. of
the scattered positron, the kinematic variables are defined by
L 0. _ Q2

7 (1 —cosb.), Q? = 4L F’ cos® X T, = e (4.4)

Ye =1 —

The electron method provides the best Q? resolution over the entire phase space.
However, the y resolution degrades severely with decreasing y according to

0y, |mr . — 161 Y. 1 -, 0.
Yelo _y o Yo 10 2= Ve ot (—) 80.. (4.5)
Ye ye Bl Ye Ye 2

In figure 4.1 the y resolution of the electron and the hadron method are compared for
NC events generated with ARTADNE and passed through the H1 detector simulation.
At low y the hadron method provides a much better y resolution (20%) than the
electron method (40%). At high y the situation is the opposite. While the y resolution
remains essentially unchanged for the hadron method, it drastically improves for the
electron method (5%).

4.2 Hadronic Energy Measurement

The measurement of the hadronic energy flow is largely based on the LArC. However,
for low momentum particles the energy resolution of the central tracking chambers
is superior to that of the LArC. Therefore the hadronic energy measurement can be
significantly improved by combining the calorimetric energy measurement with the

Note that particles escaping through the beam pipe in proton direction (i.e. ¢ ~ 0°) do not
contribute to ) . (E; — ps.i).

24



0.03<y<01 0.3<y<0.85

%] 5 r ) 25 r
i< - —y,; Mean=0.04, RMS=0.20 & [ —vy,; Mean =-0.04, RMS=0.13
g 20 2 20 [ Y Mean =001, RMS=003
= - = -
W15 | W 15 [
10 [ 10 | R
5 | 5 |
0 IR \“. I B T 0 = - L
1 -05 0 05 1 -0.4 -02 0 0.2 04
Ve Y Ve Y

Figure 4.1: Resolution of y. and y;, for NC events generated with ARIADNE including
the H1 detector simulation.

momenta of low momentum tracks (Pr < 2 GeV) [2]. The method used for this pur-
pose was developed in [51]. The calorimetric energy measured in the electromagnetic
(hadronic) LArC in a cylinder of 15 (25) cm radius around a given track is compared
to the track momentum. If the calorimetric energy is lower than the track momentum
then the calorimetric energy is discarded and the track momentum is used. Otherwise,
the calorimetric energy is taken and the track momentum is ignored henceforth. Dou-
ble counting of energy is thus avoided. The hadronic energy measurement is further
improved by including hadronic energy depositions measured in the SpaCal calorimeter.

4.3 Selection of Charged Current Events

e Pry>25GeV

The main selection criterion for CC events is the observation of a large missing trans-
verse momentum P assigned to the scattered neutrino escaping undetected. In
this analysis P** is required to exceed 25 GeV. For CC events Py** is identical to
Pr, as defined in equation 4.2. P is reconstructed from energy depositions in the

LArC and the instrumented iron.

The CC cross section is a steeply falling function of Prj. Therefore, the require-
ment Prj > 25 GeV a priori strongly limits the available statistics. The reason for
this tight requirement is the background from photoproduction and NC events which
is predominant at low Prp. In [2] it is shown that an efficient rejection of this back-
ground at Prj; > 12 GeV requires restrictions on the values of variables which utilize
topological properties of the hadronic final state. This method may, however, produce
a bias on the jet structure of the selected events and was thus not adopted in the
present analysis.
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Figure 4.2: Distribution of zy, for CC events with Prj > 25 GeV. The ARIADNE
prediction includes the 1996 detector simulation. The dotted lines indicate the cuts
applied in this analysis.

o |Zuwx| <35 cm

The z-coordinate z,, of the reconstructed primary vertex of the selected events is
required to be within +35 c¢m of its nominal position. This strongly reduces background
from beam wall and beam gas interactions. Figure 4.2 shows the z,;, distributions for
the different years and the combined 1995-1997 data together with the MC prediction.
The z,4, distribution of 1994 data is shifted in positive z direction with respect to the
other years. The 1994 data are reweighted to correct this effect. The MC prediction
is shifted by ~ 1.5 c¢m in positive z direction with respect to the 1995-1997 data. The
MC events are reweighted to fit the data distributions.

e 003<y,<085

The inelasticity y;, must fulfill 0.03 < y; < 0.85. The lower limit avoids the region where
the CC trigger efficiency is small and steeply falling [13]. The upper limit excludes the
high y region where the Q? resolution strongly decreases.

e Background rejection

There are two main sources of ep-induced background: NC events and photoproduction
events in which the scattered positron escapes through the beam pipe. In both cases a
poorly reconstructed hadronic final state or unidentified particles may lead to a sizable
total transverse momentum. Most of this background is effectively reduced by the
strong Pr, requirement [13].

Neutral current events are further suppressed by rejecting events where a positron
has been identified (see also next section). In addition, events are discarded, when no
positron was found but there was an isolated high momentum track pointing to a crack
between the octants of a wheel (¢-crack) or two adjacent wheels (z-crack) of the LArC.
It is also ensured that no event of the NC selection is contained in the CC selection.

The remaining NC background is estimated with ARIADNE to be less than 1%.
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The photoproduction background is evaluated with the MC generator PYTHIA
[52] and tagged data events. It is less than 2%. Other sources of ep-background, e.g.
semileptonic decays of real W bosons, are negligible [13].

Events from cosmic ray muons or proton beam halo muons may also pass the CC
selection criteria. They can partially be reduced by using the timing information from
the time-of-flight system. Events where a cosmic or beam halo muon overlaps with a
photoproduction event are suppressed by topological requirements [53]. Finally the re-
maining CC candidates are scanned visually and events clearly identified as background
are rejected.

e Final data sample

The final data sample contains 460 CC events. The kinematic selection implies a
minimum Q? of 640 GeV?. The average Q? of the events is 2 200 GeV?, the average
x ~ 0.1.

e Trigger efficiency

The subtriggers ST66 and ST77 are used to trigger CC events. The subtriggers are
based on the LAr-Er-miss trigger element which indicates are large total transverse
energy in the LArC. The LAr-Er-miss trigger element is used with a high threshold of
7.5 GeV in ST66. In ST77 it is used with a threshold of 6 GeV. Both subtriggers use
timing information from the tracking chambers. The subtrigger ST66 in addition uses
the timing information provided by the LArC. The inclusion of timing information in
the subtriggers reduces background from non-ep interactions. Charged current events

must fulfill either the ST66 or the ST77 trigger conditions.

For the determination of the efficiency of the subtriggers ST66 and ST77 the CC
statistics is not sufficient. Therefore the pseudo C'C technique is used which exploits
the high NC statistics available [54]. After the NC events have been identified all
information related to the scattered positron is removed from the subdetectors. The
pseudo CC events are then reweighted to the CC cross section such that the CC z
and ()? spectra are correctly reproduced. The technical aspects of the reweighting
procedure are explained in detail in section 7.4.

The trigger efficiency as a function of Prj and y, is shown in figure 4.3. On
average the CC ftrigger efficiency is 94%. The inefficiency of ~ 15% at low Prj is
mainly visible at low and high y,. At low y; the hadronic final state is scattered
forward. The inefficiency occurs primarily because the most forward part of the LArC
is not included in the calculation of the LAr-Ep-miss trigger element.? At high vy, the
hadronic final state is largely measured with the central part of the LArC. Here the
electronic noise level and thus the energy thresholds for individual cells are relatively
high. The trigger efficiency is reasonably well described by the MC prediction.

2The reason for this is that the forward part of the LArC is most sensitive to background from
beam gas and beam wall interactions.
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Figure 4.3: Trigger efficiency for events with Prj > 25 GeV determined from the
1994-1997 pseudo CC data. The ARIADNE prediction is combined with the 1996 H1

detector simulation.

In this thesis dijet event rates are measured, i.e. the dijet cross section as function
of characteristic jet variables normalized to the total DIS cross section. Therefore,
the actual value of the trigger efficiency, which is high, is of less importance than a
possible dependence of the trigger efficiency on the event topology. This will be studied
in section 6.2.

4.4 Selection of Neutral Current Events

e Positron Identification

The NC event selection requires the identification of the scattered positron in the
LArC. The energy cluster with the highest transverse momentum in the electromagnetic
section of the LArC is taken as the positron candidate. The cluster is then investigated
in terms of spatial isolation and compactness. A reconstructed track pointing towards
the positron cluster is required if the polar angle of the positron candidate lies within
the acceptance of the central tracking chambers. The perpendicular distance from the
associated track to the centre of gravity of the positron cluster is required to be less
than 12 cm. The energy of the cluster and the polar angle of the track are taken as
energy I/ and polar angle §. of the scattered positron. If no track is assigned the
angle is determined from the cluster position. Detailed information on the H1 electron
finding algorithm can be found in [55].

e Pr.>25GeV

In analogy to the CC selection the transverse momentum of the scattered positron Pr
is required to exceed 25 GeV. It is reconstructed from the scattered positron’s energy
and polar angle according to Pr. = E!sinf.. Events are discarded where the positron
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is scattered in a region of +2° around one of the eight ¢-cracks or +5 cm around the
z-crack at z = 20 cm between the CB2 and CB3 wheels of the LArC. This reduces the
necessary corrections for energy lost in passive detector material and thus improves the
positron energy measurement.

o |Zuwx| <35 cm

The z position of the reconstructed event vertex has to be within the same range as
for the CC events. Its distribution is shown in figure 4.4. The shift of ~4 cm of the
1994 data relative to the other years is now clearly visible. As for the CC events the
MC prediction is shifted by ~1.5 cm compared to the data. The 1994 data and the
MC events are reweighted accordingly. The weights are determined from Gaussian fits
to the respective distributions. The NC weights are also used to reweight the 1994 CC
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Figure 4.4: Distribution of zy, for NC events with Pr. > 25 GeV. The ARIADNE
MC prediction includes the 1997 detector simulation. The dotted lines indicate the cuts
applied in this analysis.

e yn>0.03, y.<O0.85

The constraint on y for NC events is based on y;, for y > 0.03 and on y. for y < 0.85.
This ensures the best y resolution over the entire phase space (cf. figure 4.1).

e Background rejection

The major contribution to the ep-induced background to NC events comes from pho-
toproduction events where a hadron is misidentified as the scattered positron. It is
partially reduced by the cluster-track-link requirement introduced above. The energy
spectrum of these fake positrons is steeply falling leading to rather large values of
Ye. The requirement y. < 0.85 therefore reduces the number of misidentified energy
clusters. In a perfectly reconstructed event

E—P.=> (B —p.;) =2E. =55 GeV, (4.6)

7
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due to energy and momentum conservation. Here, I; and p.; denote the energy and
longitudinal momentum components of all detector objects . Photoproduction events
where the scattered positron is lost in the beam pipe (i.e. 6. ~ 180°) tend to have
smaller values of £ — P,. In order to further reduce the photoproduction background
E — P, is required to exceed 35 GeV. The size of the remaining photoproduction
background is estimated with the MC model PYTHIA to be less than one per cent.

o Trigger efficiency

The trigger efficiency for NC events is determined in [13] to be nearly 100% for the
entire phase space covered in this analysis. The trigger efficiency for dijet events is
again briefly discussed in section 6.2.

e Final data sample

The final NC data sample contains 8 623 events. The average )? of the selected events
is 1 500 GeV?, the average v ~ 0.12.

CC and NC kinematic distributions

The distributions of the CC and NC kinematic variables Pr, Q% z and y are shown
in figure 4.5. The Pr spectra are steeply falling over four orders of magnitude. The
differences between the CC and the NC distributions are mainly due to the different
couplings and propagators of the bosons in CC and NC interactions (see also sections
2.3 and 7.4).° The data are well described by the ARTADNE prediction combined with

the H1 detector simulation.

3Note that the distributions are normalized to the respective total number Nprs of selected DIS
events.
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Figure 4.5: Uncorrected data distributions for the selected CC and NC events. The
kinematic variables are reconstructed from the hadronic final state and the scattered
positron for the CC and the NC events, respectively. The errors are statistical only.
Also shown are the CC (full line) and NC (dashed line) predictions of ARIADNE

including the H1 detector simulation and QED radiative processes.
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Chapter 5

Jet Definition

Jets of hadrons provide one of the most suggestive indications for the presence of
quarks and gluons in high energy particle collisions. Pronounced jet structures are,
however, not the general case in deep-inelastic scattering. Generally, there is no way
to assign a given hadron uniquely to a certain jet. This lead to the development of
algorithms which define the jets and their properties from a specific configuration of
final state particles. In DIS several jet algorithms are currently used. They can be
characterized by a few common features: an iterative clustering procedure in which
the distance measure and the recombination scheme determine whether and how a
pair of unresolved particles is combined into a single pseudo-particle or jet; a stopping
condition which determines when the clustering is ended and the remaining objects are
treated as the final jets; a special treatment of the proton remnant which is necessary
to account for the color flow between the proton fragments and the quarks and gluons
from the hard scattering; the reference frame in which the algorithm is applied.

5.1 Jet Algorithm

The present analysis is based on a modified version of the Durham jet algorithm.
The Durham algorithm was originally introduced in ete™ annihilation experiments
[56]. The algorithm is applied in the laboratory frame. For its application in DIS it is
modified by defining a pseudo-particle accounting for the large longitudinal momentum
carried away through the beam pipe by the proton remnant. Its four-vector is defined
as
Py = (pmwsaoaoapmws) (5.1)
with
meSS = Ep - Ee - (plzep + sz,i) (52)

where F, denotes the energy of the incoming proton, E. the energy of the incom-

ing positron, p’? the z-momentum component of the scattered lepton and p,; the z-

momentum component of any detector object excluding the scattered positron in NC
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events. For CC events the scattered neutrino is first reconstructed from the hadronic
final state exploiting energy and momentum conservation.

For the experimental data the 'objects’ entering the jet algorithm are the combi-
nations of tracks and calorimetric energy depositions as explained in chapter 4.2 plus
the pseudo-particle defined in equation 5.1. The scattered positron in NC events is
removed. The polar angle of each object is required to exceed 7°. This avoids the
region close to the edge of the LArC, thereby significantly improving the experimental
resolution of jet variables [57].

Now, the algorithm calculates for each initial pair of objects (i,7) the quantity
k7. = 2min[E7, E?](1 — cos 0;;). (5.3)

Here, E; and E; denote the energy of the objects 1 and 7, and 6;; denotes the angle

between them!

. The pair of objects (7,7) with the minimum &7 is combined to a
‘proto jet’ by adding their four momenta p; and p;. In this analysis the procedure is
iterated until all objects and proto jets are combined to give exactly (2+1) jets (the
"+17 is referring to the proton remnant jet). Thus at this stage every event is formally
treated as a dijet event. Events with pronounced dijet structures are then selected by

imposing a lower limit on y, defined as?
Y2 = mm(k%”)/Wz, Za.] € {17272+1}7 U 7£.] (54)
27]

Here, W corresponds to the invariant mass of the hadronic final state, calculated from
all objects entering the jet algorithm. The choice of W as a reference scale reduces
the experimental error because effects of the hadronic energy scale uncertainty largely
cancel in the definition of y,.

The algorithm is applied equally to the MC events after detector simulation. In MC
events simulated at the hadron and parton level and in perturbative QCD calculations,
the input objects are the hadron and parton four-momenta, respectively. The polar
angle cut of 7°, introduced above for detector objects, is also applied to hadrons and
partons. Objects with polar angle below 7° are added to the proton remnant.

The application of the jet algorithm in the laboratory frame avoids the additional
experimental uncertainty induced by a Lorentz transformation into another reference
frame. This is in particular relevant for the CC analysis given the poor Q% resolution

of ~30%.

!The (modified) Durham algorithm arose from the well-known JADE algorithm [58] by replacing
E;E; with min[E7, E7] in the definition of k%,ij (equation 5.3). This avoids erroneous combinations
of low-energetic objects separated by large angles 0;;.

ZAlternatively the jet algorithm can run with a fixed jet resolution parameter ye,:. In this case the
clustering procedure ends, when the ]f%yij/I/V2 of any pair of objects or proto jets is larger than y.y;.
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5.2 Jet Variables

In addition to y, the distributions of the following dijet variables are studied:

e The invariant mass my, of the two non-remnant jets. Jets are not necessarily
massless. This is taken into account in the reconstruction of mys.

e The variable z, defined as
Q?

Tp = QF + m2,’ (5.5)
In leading order QCD =z, is related to the scaling variable  and the fraction
¢ of the protons momentum carried by the parton entering the hard scattering
process by x, = x/£. Equation 5.5 corresponds to the definition of x, in equation
2.16 with the invariant mass of the di-parton system replaced by the invariant
dijet mass. The value of z, approaches one in the limit were the non-remnant

jets are combined to form one jet, i.e. my &~ 0.
e The variable z, is defined as

miﬂi:Lz[Ei(l — COos ‘92)]
=12 (1 — cost;)

(5.6)

Zp

where E; and §; are the energies and the polar angles of the two non-remnant jets.
Neglecting the jet masses z, corresponds to the minimum of z; and z; defined in
equation 2.16. In the limit where one jet is absorbed into the proton remnant jet
z, approaches zero.

e The polar angle 0,4 of the most forward non-remnant jet and the polar angle
Opwq of the backward jet in the laboratory frame.

e The corresponding transverse energies Er g and B g4 -

5.3 Definition of the Dijet Samples

The ability of the y, variable to resolve events with dijet topologies is demonstrated
qualitatively by the two selected CC events displayed in figure 5.1. Both events show
the imbalance in transverse momentum characteristic for CC events. For the upper
event one hadronic jet is identified in the LArC. The corresponding value of y5 is 0.0008.
The lower event shows two clearly separated jets. For this event ys is 0.013, roughly a
factor 20 larger than for the upper event.

An alternative measure to define a dijet event selection criterion is the mean trans-
verse energy of the two jets in the Breit-frame. In this frame the momentum transfer
¢ has only a z-component. The struck quark in the QPM enters in the Breit frame
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Figure 5.1: A display of two selected CC events in the HI detector. The full lines
and filled rectangles correspond to tracks reconstructed in the tracking chambers and
energy depositions in the calorimeter, respectively. For the upper event y, = 0.0008
and myy ~ 12 GeV. For the the lower event y3 ~ 0.013 and mq; =~ 80 GeV.
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with momentum p, = %Q and is simply rebounced from the exchanged virtual boson
with momentum p, = —%Q Transverse energy in the Breit frame is produced by
higher order QCD radiation. Jets with high transverse energy are thus indicative for
the presence of hard QCD processes. The correlation between y, and the transverse
jet energy in the Breit frame is studied in the following.

In figure 5.2 the mean transverse energy in the Breit-frame for CC events gen-
erated with the MC model ARTADNE is shown for three different lower yo limits.
With increasing lower y3 cut the distributions are clearly shifted towards higher mean
transverse energies and very low transverse energy jets are effectively suppressed. For
y2 > 0.002 the average of the distribution is 8.3 GeV. The fraction of events classified
as dijet events decreases from 40% for y, > 0.001 to roughly 20% for y, > 0.003.

S 004

y,>0.001, u=7.1 GeV
—Y,>0.002, p=8.3 GeV
-------------- y,>0.003, u=8.9 GeV

0.035
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0.025
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(E

) [GeV]

T,Brei

Figure 5.2: Distribution of (Er preit) for CC events as generated with ARIADNE for

different lower yy limits. The mean value of the distributions is denoted p.

In a compromise between the limited number of CC events available and jet hardness
an enriched CC and NC dijet sample is selected by imposing the following criteria:

® Yo > 0002,

o 10° < 0, < 140°.

The condition for the polar jet angles 6,.; restricts the jets to the acceptance of the
LArC. From the 460 CC events selected 126 remain after applying these criteria. For
the NC events 1 872 out of 8 623 remain as dijet events. With this definition of the
dijet samples QPM-like events with only one jet originating from the struck quark are
largely eliminated. Events involving higher order QCD processes are however included.
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Chapter 6

Experimental Procedure

In this chapter the correction of the experimental data for detector effects, the trigger
efficiency for dijet events and the systematic uncertainties of the measurement are
discussed. It will be shown that the size of the detector corrections are typically below
15%, with a very small model dependence. The trigger efficiency of CC dijet events is
found to be in agreement with the inclusive measurement. The total systematic error
is determined to be 5% and 7% on average for the CC and the NC measurements,
respectively.

6.1 Correction of the Data

Correction for detector effects

For a comparison with various theoretical predictions the measurement has to be in-
dependent of the specific experimental setup used. Thus in the present analysis the
measured jet distributions have to be corrected for the effects of the limited acceptance
and resolution of the H1 detector. For a binned distribution of a given observable O,
a simple way to correct the data is to multiply each bin 7 with the correction factor

gen
&%

Ceti = Oree
K3

(6.1)
where O7" is the generated (‘true’) value of the observable O and 07 the recon-
structed value in the -th bin as predicted by the MC simulation on the hadron and
detector level, respectively. !

!The correction method described above is a special case of the general approach

07 =3 Ci;09, (6.2)
J

where the matrix elements C; represent the probability of reconstructing an event with true value
in bin j in bin i. The data are then corrected by inverting €' and multiplying it with the measured
distribution. In practice, the inversion of C' is a non-trivial problem. The finite statistical error of
the MC simulation leads to oscillating solutions which have to be handled by complex mathematical
methods [59]. In case migrations are small the off-diagonal elements of C' may be neglected and (6.2)
reduces to (6.1) with CP = C;1.
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This simple bin-by-bin correction factor method does not take migration effects
between individual bins into account. Its applicability is therefore limited to problems
where migration effects can be kept small. This can be achieved by matching the bin
sizes to the resolution of the detector for a given observable. If in addition the measured
distributions are roughly described by the MC prediction on the detector level the bias
on the corrected data due to residual migration effects is negligible.

Suitable measures for the size of the migrations are the purity and efficiency of a
given bin. The purity (efficiency) of the i-th bin is defined as the number of events
generated and reconstructed in bin ¢ divided by the number of events reconstructed
(generated) in that bin. In the present analysis the binning is chosen such that the
purity in each bin of all distributions measured does not significantly fall below 40%.
In order to facilitate a comparison the CC and NC dijet distributions are binned iden-
tically.

In the present analysis the MC models ARTADNE and LEPTO are used to correct
the data. For the correction of CC events, the number of events simulated for either
model is approximately 150 times larger than that of the experimental data. The
number of NC events simulated is at least six times larger than that of the data.
This ensures less sensitivity of the correction procedure to statistical fluctuations. The
cluster and track selection criteria used for the experimental data are consistently
applied to the simulated events also.

The purities and efficiencies as determined with ARIADNE and LEPTO are very
similar?, On average both the purity and efficiency are 60%. For both the CC and NC
analyses the lowest purities are observed in the last bin of the x, distribution, being
50% and 35%), respectively. The estimated detector corrections are typically 10% with a
maximum value of & 20% observed in the third bin of the x, distribution. The model
dependence of the correction factors is very small for all distributions. Statistically
significant deviations between ARIADNE and LEPTO are only present in the first bin
of the my, distribution and the second bin of the CC z, distribution. The correction
factors and the bin purities and efficiencies of selected distributions are summarized in

figure 6.1 and 6.2 for the CC and NC analysis.

The consistency of the correction has been tested by applying the correction factors
determined with ARTADNE to the LEPTO prediction at the detector level. The agree-
ment between the corrected jet distributions and the true LEPTO jet distributions on
the hadron level is of the order of a few per cent. The largest deviations of 10% are
observed in the mq; and z, distributions.

The same results are obtained for the dijet distributions with the additional re-
quirement Q% > 5 000 GeV? (not shown). Here, a slight trend towards smaller detector
corrections is observed, which is expected from the more energetic and pronounced jets

at higher Q2%

?The results presented in the following apply equally to the CC and NC analysis, unless stated
otherwise.
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Figure 6.1: Detector correction factors for the CC analysis as predicted by ARIADNE
and LEPTO. The upper (lower) row of numbers is the average of the purities (efficien-
cies) in per cent for each bin determined with ARIADNE and LEPTO.

Correction for effects of QED radiation

None of the NLO programs introduced in section 3.2 implement QED radiation off
the initial and final state leptons. In addition to the correction for detector effects
the data are therefore also corrected for QED radiative processes. For this purpose
two additional MC event samples are generated for both ARTADNE and LEPTO. The
first sample corresponds to the one used above for the determination of the detector
corrections but it contains much more events. The second is the same but now QED
radiative processes are excluded. As above a correction factor for each bin ¢ can then
be determined as
C o Ofen(w/o QED corr.)
QED = o " (with QED corr.)7

K3

(6.3)

where O is the generated value of a given observable O in the i-th bin with and
without QED radiative processes. The hadronic final state of events simulated includ-
ing QED radiative processes is defined in close analogy to the experimental conditions.

41



12 Fs52 65 73 74

< 51 61 71 3
S 11 | O B
@) e —————————— @) L[ oo
1 [ 1
- — ARIADNE [ peoee-
09 ----LEPTO 0s B
0.8 ;\5\6\5\9\\\‘\\\\‘6\‘?’\\\‘\\\\ . 7\5\8\‘\69\\‘5\8\\\‘\\\E)\g‘\\\
001 002 003 004 005 25 50 75 100
Y, m,, [GeV]
=12 F =11 [
ko : 67 56 43 36 g 4 e 64
@) F--mmmmmmmmmmmmmm e ] @) 1 F
1t e
- 0.9 —\—) -------------------
08 |- -
| 68 62 4828 0.8;43‘ 53‘ | 68‘
0O 02 04 06 08 1 0O 01 02 03 04 05
Xo Zp
=12 [ =12 [
z - 54 65 71 g - 63 69 75
@) i O 11 .
L === 1
09 [ ——
08 I"60 61 58 =
S N R 08 |68 7 , = 64 |
20 40 60 80 20 40 60 80
Er fwa [GEV] Oryq [deg]

Figure 6.2: Detector correction factors for the NC analysis as predicted by ARIADNE
and LEPTO. The upper (lower) row of numbers is the average of the purities (efficien-
cies) in per cent for each bin determined with ARIADNE and LEPTO.

Bremsstrahlung photons emitted off the incoming positron at polar angles less than 5°
are excluded from the hadronic final state. Experimentally these photons are lost in
the beam pipe. The scattered positron in NC events and a photon radiated from it are
merged if the latter was emitted with an angle less than 5° relative to the direction
of the scattered positron. This simulates the limited detector resolution. Note that
this procedure leads to stable and small correction factors. Different definitions of the
hadronic final state in the presence of QED radiative processes should, however, result
in the same corrected data distributions.

The size of the QED corrections is typically 5% for both the CC and NC distribu-
tions. For the CC analysis the largest effect of ~10% is seen in the z, distribution. For
the NC analysis the maximum correction is 10% in the tail of the m,, distribution. The
model dependence of the correction factors is always smaller than 5%. No significant
(Q? dependence of the size of the corrections is observed.
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Figure 6.3: Trigger efficiencies for dijet events determined from the 1994/—1997 Pseudo
CC' data. The ARIADNE prediction is combined with the 1996 H1 detector simulation.

The final correction factor is taken to be the average of the combined detector and

QED radiation correction factors from ARTADNE and LEPTO for each bin.

6.2 Trigger Efficiency for Dijet Events

The CC trigger efficiency of 94% quoted in section 4.3 is determined on the basis of
the inclusive event sample. This is dominated by one-jet-like events, for which the
hadronic final state is mostly concentrated in one particular part of the detector. In
order to investigate a possible dependence of the CC trigger efficiency on the event
topology the trigger efficiency is re-determined for the dijet event sample as defined in
section 5.3. Again the pseudo CC technique is applied with the subtriggers ST66 and
ST77 as described in section 4.3.
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The CC trigger efficiency for selected dijet variables is shown in figure 6.3. The
average CC trigger efficiency is &295%, confirming the results obtained in section 4.3.
It is essentially a flat function of each individual dijet variable, within the relatively
large statistical errors. A significant decrease of the trigger efficiency for hard dijet
events, which are predominantly expected at high ys or mys, is not observed. The
trigger efficiencies determined from the data are well described by the MC prediction
including the H1 detector simulation. The measured CC distributions are corrected
for the trigger inefficiencies using the results derived with the pseudo CC data.

The selection of NC events relies almost completely on the identification of the
scattered positron in the LArC. Thus any possible dependence of the trigger efficiency
on the event topology is expected to be very small. In fact in [60] it is shown that the
trigger efficiency for pronounced dijet events differs by less than 1% from the inclusive
trigger efficiency.

6.3 Experimental Systematic Error

Three major sources of experimental systematic error are considered in the present ana-
lysis: the uncertainty in the hadronic energy scale of the LArC; the model dependence
of the correction factors; the uncertainty in the scattered positron energy measurement
(for NC events only). The total systematic error is taken as the quadratic sum of
the individual contributions. The results summarized below are listed in detail in
appendix A.

Hadronic energy calibration

In [2] a systematic uncertainty of 2% on the relative hadronic energy scale is quoted.
This improvement was mainly achieved after applying the techniques for the combi-
nation of cluster and tracking information, described in section 4.2. However, the
calibration is based on an inclusive data sample consisting mostly of events with one
well reconstructed jet in the LArC. Thus it is not necessarily applicable for specific
final state topologies as e.g. in dijet events.

In the present analysis the hadronic energy scale uncertainty is conservatively taken
to be 4% as determined in [14]. This is justified by exploiting the transverse momentum
balance between the precisely measured scattered positron and the hadronic system in
NC events. The ratio Pk/Pg is shown for the NC dijet sample defined in section 5.3 in
the left plot of figure 6.4 together with the prediction of ARTADNE. Due to miscalibra-
tion, energy losses in passive detector material or hadronic showers not (fully) contained
in the LArC the events are on average not perfectly balanced ((P}/P§) ~0.95). The
deviations between the data and the MC simulation are a measure of the uncertainty
on the hadronic energy scale. Varying the energies of hadronic clusters of the MC
simulation around the assumed £4% yields the shaded areas shown in the right plot
of figure 6.4. The data points are well contained within this spread.
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Figure 6.4: Transverse momentum balance between the scattered positron and the
hadronic final state for the selected NC' dijet events together with the predictions of
ARIADNE. The shaded areas represent a variation of +4% of hadronic MC cluster

energies.

The systematic effect of this uncertainty on the measured dijet distributions is esti-
mated by repeating the analysis with the energies of hadronic clusters shifted by +4%.
The energy shift is applied to the MC simulation and not to the data. This reduces
the influence of statistical fluctuations. The observed changes in the dijet distributions
depend considerably on the variable studied. For the y, distribution a systematic ef-
fect of ~3% is observed. Here a small effect is expected because calibration factors
largely cancel in the definition of yy (cf. equation 5.4). Relatively large effects up to
a maximum of 11% are observed in single bins of the mys, x, and BT fuwi@way distribu-
tions. Small errors of less than 3% are observed for the jet polar angle distributions
which depend only indirectly on the hadronic energy measurement. Similar effects are
observed for the NC measurement. For the dijet distributions measured at Q% > 5 000
GeV? the observed effects are of comparable size.

An assumed uncertainty of £3% on the track momenta of charged particles leads
to an error of less than one percent on average for the CC and the NC measurement.

Positron energy calibration

The error on the absolute electromagnetic energy scale depends on the specific wheel
of the LArC considered [2]. An error of 0.7% is assigned to the CB1-CB2 wheels. For
the majority of the selected NC events the positron is scattered in this part of the
detector. The uncertainty increases up to 3% in the most forward part of the LArC.

The effect of the electromagnetic energy scale uncertainty on the measured NC dijet
distributions is estimated by shifting the energy of the electromagnetic cluster associ-
ated to the scattered electron accordingly. Again this is done for the MC simulation
rather than for the experimental data. The size of the resulting changes is in the order
of 1% for the majority of the variables studied. The maximum effect of approximately
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3% is observed in the 8;,, distribution. For @* > 5 000 GeV? the systematic error
tends to be larger as is expected due to the increased uncertainty of the electromagnetic
energy scale in the forward region.

Model dependence of correction factors

The systematic error due to the model dependence of the correction factors is taken to
be the average difference between the two data distributions corrected with ARTADNE
and LEPTO. The error is smaller than 3% on average for both the CC and the NC
measurements. The largest error of 11% is observed in the CC z, distribution and is
most probably overestimated. The comparison with the measured z, distribution and
the other MC models suggest a technical bug of the LEPTO program.

Total systematic error

The total systematic error is 5% on average for the CC measurement. For the NC
measurement the combined systematic uncertainty is ~7%. The difference is mostly
due to the electromagnetic energy scale uncertainty which has no effect on the CC
measurement. Compared with the statistical error of ~20% the accuracy of the CC
measurement is clearly limited by the small number of CC events available. For the
NC measurement the total systematic error and the statistical error of ~6% on average
are of comparable size.
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Chapter 7

Results

In this chapter the main results of the CC and NC dijet measurements are presented.
The first differential CC dijet distributions are shown and compared to MC models
and to perturbative QCD calculations in NLO. Charged current and NC dijet pro-
duction at Q% > 5 000 GeV? is studied in detail. The jet structure of NC events at
Q? > 10 000 GeV? is analysed and compared to the standard model expectation. Fi-
nally, a direct, model independent comparison of the CC and NC dijet data is pre-
sented. It allows an investigation of the expected independence of QCD processes from
the underlying electroweak scattering vertex.

The presented differential dijet cross sections are normalized to the respective total
DIS cross section for the kinematic selections defined in sections 4.3 and 4.4. The
measured distributions are always corrected for detector effects and QED radiative
processes as described in the previous chapter. The quoted total errors of the CC and
NC measurements are defined as the quadratic sum of the statistical and the total
experimental systematic error. The numerical values of the measured differential dijet
event rates are listed in appendix A.

7.1 Comparison with MC Predictions

The measured CC differential dijet event rates are introduced in figure 7.1. They are
based on the 126 events remaining after the jet selection. The y; and m, distributions
are strongly decreasing. The events with clear dijet structures are situated in the tails
of these distributions. The highest invariant dijet mass with ~80 GeV is reconstructed
for the event displayed in the lower part of figure 5.1. The sample contains four events
with myy > 65 GeV and 13 events with y; > 0.014. The z, distribution shows a drop at
small values of z,. This is due to the dijet selection cut y; > 0.002. The z, distribution
is peaked towards large x, values, because the minimum Q? of the selected events is
already large. Note that the mean Q% of the dijet sample is &~ 3 000 GeV? and the
mean mi, ~ 1 000 GeV2. The average value of ¢ is approximately 0.1.
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The forward jet distributions are strongly increasing at small polar angles and small
transverse energies. This is qualitatively expected for gluon bremsstrahlung off an
incoming quark. The mean polar angle of the forward jet is ~20°, the mean transverse
energy in the laboratory frame ~18 GeV. Although clearly shifted towards larger angles
the backward jet is also predominantly measured in the forward part of the detector.
This is due to the large average x transferred to the current jet at high Q2.

The same characteristics are observed for the NC dijet distributions displayed in
figure 7.2. They contain the 1 872 events having passed the jet selection requirements,
defined in section 5.3. The highest invariant dijet mass observed is 115 GeV. Note
that the total error of the NC measurement is much smaller than that of the CC
measurement due to the reduced statistical error.

The corrected dijet distributions are compared to the predictions of ARIADNE,
LEPTO, HERWIG and RAPGAP on hadron level. Overall, the CC and NC data are
best described by ARTADNE. The prediction of ARTADNE is almost always contained
within the statistical error of the data. The same is true for the RAPGAP model with
the exception of the NC 0,4, 0pq and z, distributions where RAPGAP overshoots
the data at the peak values. Note that these bins are strongly correlated. HERWIG
tends to overestimate the CC and NC data in various distributions. It nevertheless
provides a reasonable description of the data. In contrast, LEPTO has serious prob-
lems in reproducing the data distributions. For both the CC and NC measurement it
significantly overshoots the data at high y, values and generally tends to predict larger
invariant dijet masses. It fails to describe the z, distributions. These observations
are of particular interest because both LEPTO and RAPGAP are based on DGLAP
parton showers and the Lund string fragmentation model (cf. section 3.1). They dif-
fer, however, in the procedure used to match the LO matrix elements and the parton
showers. The observed discrepancies may be related to this difference.

7.2 Comparison with pQCD in NLO

The outcome of perturbative QCD calculations are properties of parton jets. A com-
parison with the corrected data therefore makes necessary an estimation of the size
of the non-perturbative hadronization effects. This is achieved by comparing the jet
distributions of the MC simulation after hadronization and after parton showering.

The MC models ARTADNE and HERWIG are studied below because they are based

on different hadronization models (cf. section 3.1).

The predicted hadronization corrections are on average smaller than 15% as is
illustrated in figure 7.3 for the y, and E7t s, distributions. The difference between
HERWIG and ARIADNE is typically less than 10%. It increases up to 20% in the
regions where the events with less pronounced jet structures are expected, e.g. at low
y2 and mqy. Generally, HERWIG predicts more dijet events on the parton level than on
the hadron level, whereas for ARIADNE the sign of the correction may change within
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Figure 7.3: Hadronization corrections for CC and NC' dijet distributions. The shaded
areas indicate the spread as predicted by ARIADNE and HERWIG. The full line is the

mean hadronization correction factor applied to the NLO calculations.

a given distribution (not shown). A trend towards smaller corrections is observed with
increasing (Q?. This is in principle expected from the alternative approach of analytical
power corrections which are typically of the order 1/Q?, where p is an integer [61].

The average hadronization corrections and the accuracy of the measurement are of
comparable size. Therefore the pQCD calculations are corrected bin-by-bin using the
mean of the correction factor as predicted by the two MC models (full line in figure 7.3).
The spread of the predictions of ARIADNE and HERWIG is taken as the systematic

uncertainty.
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The pQCD calculations are performed in NLO with the program MEPJET for CC
and with DISENT for NC processes. The proton parton densities (PDF) used in the
calculations are taken from a QQCD fit to the Hl measurement of the inclusive DIS
cross section [2]. The value of the strong coupling a; at the Z° mass is set to 0.1183,
as assumed in the PDF’s. The renormalization and factorization scale is chosen to be
() unless otherwise stated.

Results

The CC dijet distributions are compared to the NLO calculations in figure 7.4. MEP-
JET provides a reasonable description of the data within the experimental errors of
~20%. The maximum deviation is ~235%, observed in single bins of the ys, m12, 2z, and
x, distributions. The MEPJET prediction tends to underestimate the data in several
bins of various distributions. However, possible inconsistencies of the MEPJET predic-
tion, which are observed for the NC calculations (cf. section 3.2), cannot be resolved
with the current experimental precision of the CC measurement.

Given the direct evidence provided by the lower CC event displayed in figure 5.1
and the significant number of CC events at high ys and mjy the existence of dijet
events in CC interactions is clearly established. The overall agreement with the NLO
calculations confirms this statement at a quantitative level. As discussed in section
2.4 quark-induced and gluon-induced processes contribute to the dijet cross section.
Due to the steeply falling gluon distribution of the proton as a function of x and the
implicitly high = of ~0.1 of the CC selection, the gluon induced processes are, however,
strongly suppressed.

The NLO calculations for the quark- and gluon-induced processes are shown sepa-
rately in figure 7.4!. The predicted fraction of gluon-induced events is 20% for the phase
space covered in this analysis. It changes by less than 1% when varying the renormal-
ization or factorization scale () between ()/2 and 2¢). The comparison suggests that
both processes are needed to consistently describe dijet production in CC interactions.
The large statistical errors and the small fraction of gluon-induced processes, however,
forbid a quantitative conclusion.

The NC dijet data are compared to the pQCD predictions in figure 7.5. The
DISENT calculation gives a good description of the measured data. The precision
of the test of pQCD is much increased compared with the CC analysis and is ~10%
on average. The largest deviations are ~20%, observed in the highest mjy and z,
bins. Figure 7.5 also shows the pure NLO calculation, i.e. without application of the
hadronization correction factors. The corrections, although small, always lead to an
improved data description.

Due to the slightly higher average = of the NC data sample the predicted fraction
of gluon-induced processes is ~15%, smaller than in the CC analysis. The quark-
induced contribution to the (normalized) dijet cross section is also shown in figure 7.5.

!Note that the quark- and gluon-induced contributions to the dijet cross section are also normalized
to the total DIS cross section including both processes.
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As known from previous measurements at low ? (e.g. [14, 62]) the gluon-induced

processes are needed to describe the measured data.
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Figure 7.4: Dujet distributions for CC events. The NLO pQCD calculations are cor-

rected for hadronization effects.

The shaded areas represent the uncertainties of the

hadronization corrections. In addition, the dijet distributions for quark- and gluon-

induced processes are shown separately.
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Figure 7.5: Dujet distributions for NC events. The NLO pQCD calculations are shown
with (full line) and without (dashed line) hadronization corrections. The shaded ar-
eas represent the uncertainties of the hadronization corrections. In addition, the dijet
distributions for quark-induced processes are shown separately.
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Uncertainties of the NLO calculations

The truncation of the perturbation series in NLO introduces a dependence of the
calculations on the renormalization scale ur. The size of the scale dependence is
related to the size of the unknown higher order corrections and may depend on the
choice made for ppr. This choice is in principle arbitrary but it should correspond to
a relevant energy scale of the process. Besides (), the mean transverse energy of the
jets in the Breit frame (Fr greit) is frequently chosen as the renormalization scale. For
a given choice of up there is no stringent theoretical prescription of how to estimate
the uncertainty assigned to the NLO calculations. Conventionally the spread of the
calculations from a variation of pp by factors of 1/2 and 2 is taken as the theoretical
uncertainty.
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Figure 7.6: Relative deviation of the CC' (upper plots) and NC' (lower plots) data from
the respective NLO pQCD predictions for two different choices of the renormalization
scale p,.. The shaded areas reflect the uncertainty due to a variation of either scale ()

and (Et1 preit) by factors of 1/2 and 2.
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The uncertainty related to the choice up = @) for the present analysis is illustrated
in figure 7.6 for the my, and E7r 7,4 distributions. The relative deviations of the CC and
NC data from the respective NLO predictions are shown. The shaded areas indicate
the effect of a variation of pp as defined above. The uncertainty is always less than
10% for both the CC and NC calculations. The same is shown for up = (E7Brei) in
the lower part of each plot. Firstly, one realizes that with this choice of ur the CC and
NC data are also well described by the NLO calculations. The NLO calculations are
changed by typically 5% with respect to ur = Q. Note that (E7 p.ei:) can be as low as
2-3 GeV for a given event. Its average value, however, is ~10 GeV. The uncertainty
estimated for up = (E7pre) is slightly larger than for up = Q. It increases up to
20% in the regions where soft particle emissions dominate, e.g. at low invariant dijet
masses. The same results are obtained for the other jet variables (not shown).

The corresponding uncertainty associated with the choice of the factorization scale
pr is estimated to be negligible. The NLO calculations change by less than 2%, when
varying pp between /2 and 20Q).

Another source of uncertainty on the NLO calculations is introduced by the choice
of the set of proton parton densities used as input. The PDF’s may differ in the
data sets used for the fits, the form of the parameterization of the individual parton
densities, the scale at which the DGLAP evolution starts and the assumed value of
as. The effect of different PDF’s on the dijet distributions is estimated by using four
alternative sets of PDF’s in the NLO calculations: the most recent CTEQ 5M [63] and
MRST4 [64] parameterizations and the older CTEQ4A3 [35] and MRSA’3 [65] sets.

= o1 b e H1PDF
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Figure 7.7: Relative deviation of the NC data from the NLO pQCD predictions for
different sets of parton density functions.

The results are illustrated in figure 7.7 for the z, and z, distributions. Shown
is the relative deviation of the NC data from the NLO calculations performed with
DISENT. For the z, distribution the predictions for all five sets usually agree within
a few percent. The same is true for the other jet variables (not shown). In general a
slight trend for a global difference between the H1 PDF’s and the other sets is observed.
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This is not unexpected because the H1 PDF’s contain different and more recent data.
The trend is enhanced at large @, values. The difference increases from 5% at low z,
values to ~15% in the highest x, bin. All sets of PDF’s used, however, agree within
the experimental errors. The same results are observed for the CC NLO calculations

with MEPJET.

In section 3.2 systematic differences between the available NLO programs were
mentioned. In order to study whether these differences are also present in the dijet
phase space covered in this analysis, the NC NLO calculations were also performed with
MEPJET and JETVIP?. The results are presented in figure 7.8 for the y, and 0 d
distributions. Whereas the DISENT and JETVIP predictions agree within ~2%, the
MEPJET calculation generally differs by 5-10% from the two programs and is clearly
disfavored by the NC data. The same is observed for the other jet distributions. This
confirms the results of [46].
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Figure 7.8: Relative deviations of the NC' data from the NLO pQCD predictions as
calculated by the programs DISENT, MEPJET, and JETVIP. In the pQCD calculations
the GRV HO 9/ set of parton densities is used.

NLO corrections

The size of the NLO corrections for the phase space covered in this analysis was esti-
mated by comparing the NLO and LO calculations of DISENT?. The size of the NLO
corrections, frequently referred to as the k-factor, is &~20% for all bins of all distri-
butions, independent of Q%. The same results are obtained with MEPJET. In figure
7.9 the measured NC my; and 0y,4 distributions are compared to the NLO and LO
predictions. The LO predictions are not compatible with the data.

?In JETVIP the phase space slicing parameter y.,; is set to 3 x 10~%,
3The same PDF’s and the same value of a, are used in the LO and NLO calculations.
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Figure 7.9: Relative deviations of the NC data from the pQCD predictions in NLO and
LO as caleulated with DISENT. The renormalization scale is ().

Results for Q? > 5 000 GeV?

Charged current and NC dijet distributions are also measured for a subsample of the
DIS selection defined by the additional requirement Q% > 5 000 GeV?. The CC sub-
sample contains 71, the NC subsample 300 DIS events. After the jet cuts 17 CC and

91 NC dijet events remain.*

As discussed in section 2.3, Z° effects in NC processes start to become sizable in this
kinematic region. The effects are largely reduced by the normalization of the dijet cross
section to the total DIS cross section. Lacking a reliable NLO prediction that takes
79 exchange into account, the remaining effects are estimated with ARIADNE. The
effects are below 5% for all dijet distributions considered. The DISENT calculations
which do not consider Z° effects are corrected correspondingly.

The CC and NC data are compared to the respective NLO calculations of MEPJET
and DISENT in figure 7.10. The data are well described by the NLO predictions. This
is true for both choices of the renormalization scale ) and (Er p,eit). The uncertainty
assigned to the NLO calculations is given as the quadratic sum of the uncertainty of
the hadronization corrections and the uncertainty related to the choice up = @). The
size of the renormalization scale uncertainty does not significantly depend on Q? in
this analysis. The MC model RAPGAP describes the data equally well as the NLO

calculations.

The results presented in this section show that dijet production in CC and NC
interactions at high Q% is well described by QCD. No deviations from the standard
model are observed. These results complement recent measurements of the inclusive

CC and NC cross sections at high Q% at HERA [2, 3].

“Note that the dijet distributions are now normalized to the total DIS cross section for

Q? > 5000 GeV? and 0.03 < y < 0.85.
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Figure 7.10:  CC (left column) and NC (right column) dijet distributions for
Q? > 5 000 GeV2. The perturbative QCD calculations are corrected for hadronization
effects. The shaded areas reflect the error due to the uncertainty of the hadroniza-
tion corrections and a variation of the renormalization scale Q) from QQ/2 to 2Q). Also
shown are the NLO calculations choosing (E7 preir) as renormalization scale, and the

predictions of RAPGAP.
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7.3 NC Jet Production at Highest Q2

In recent years the kinematic region of very high Q? has attracted some attention.
In [66] an excess of NC and CC DIS events over the standard model expectation
at @Q? > 15 000 GeV? was reported. The analysis is based on the 1994-1996 data.
Including the recent data the excess could not yet be confirmed. The analysis is
essentially inclusive, i.e. the characteristics of the hadronic final state are not studied
in detail. It is therefore important to investigate if the hadronic final state in this
kinematic region shows any anomalies.

In particular no explicit measurement of jet production beyond Q* > 10 000 GeV?
yet exists. However, the 17 CC DIS events selected at Q* > 10 000 GeV? in the
present analysis do not allow the study of CC jet production in this kinematic region
with meaningful precision. In contrast, the larger NC e*p cross section makes possible
the measurement of differential jet distributions at these highest scales so far observed
in DIS experiments.

In order to increase the number of NC events at the highest Q?, the jet selection
requirement is loosened to y, > 0.001. This yields a sample of 3 079 dijet events for
the DIS event selection defined in section 4.4. At Q% > 10 000 GeV? 24 dijet events
are selected. This almost doubles the number of events with respect to y; > 0.002.
From the discussion in section 5.3 it follows that the dijet sample receives a relatively
large contribution of events with very low transverse jet energies in the Breit frame.
This makes the comparison of the measured data with NLO calculations a critical test
of pQCD at low energy scales. In order to constrain the standard model expectation
at lower Q? the distributions of y2,my2, z, and 0,4 are measured differentially in Q.
The Q*bin boundaries and the numbers of selected DIS and dijet events are listed in

table 7.1.

Q” intervall DI events | dijet events

640 < Q* <2000 GeV? 6 9183 2 428
2 000 < Q* <5 000 GeV? 1 405 521
5000 < @ < 10 000 GeV? 254 106
Q% > 10 000 GeV? 46 24

Table 7.1: Intervals in Q* and number of NC DIS and dijel events with y, > 0.001.

The size of the correction factors for detector effects and QED radiative processes
are essentially not affected by the lower yy-cut. This is demonstrated in figure 7.11 for
the y; and 0,4 distributions. The mean correction as predicted by ARIADNE and
LEPTO is typically smaller than 15%. A clear trend towards smaller corrections with
increasing (Q? is observed. The model differences are generally below 10%, independent
of @* (shaded areas). The same is true for the m;, and z, distributions (not shown).
Note that except for the y; distribution the binning of the jet distributions is unchanged.
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Figure 7.11: The mean of the combined detector and QED radiation correction factors
from ARIADNE and LEPTO for the four Q* ranges and y, > 0.001. The shaded arcas

indicate the difference between the two models for the lowest Q? interval.

The hadronization corrections for the four Q* intervals are shown in figure 7.12
for the mj; and z, distributions. The corrections, given as the mean of the predic-
tions of ARIADNE and HERWIG, are again below 15% on average. A significant Q*
dependence of the hadronization corrections is not observed. This generally depends
on the jet algorithm and on the dijet selection requirement. The (modified) Durham
algorithm is known to lead to a weak Q* dependence of the hadronization corrections
[60]. The differences between the predictions of ARIADNE and HERWIG can become
markedly large at low invariant dijet masses and high z,. This is expected from the
events with low transverse jet energies in the Breit frame which are mostly located in
these regions.
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Figure 7.12: The mean of the hadronization correction factors from ARIADNE and
HERWIG for four Q* ranges and y, > 0.001. The shaded arcas indicate the difference

between the two models for the lowest Q? interval.
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The pQCD calculations in NLO are performed with the DISENT program as de-
scribed in the previous section. They are always corrected for hadronization effects
and the effect of Z° exchange for Q% > 5 000 GeV?. The renormalization scale uncer-
tainty is estimated to be 5% on average. The model uncertainty of the hadronization
corrections and the renormalization scale uncertainty is added in quadrature to give

the total uncertainty of the NLO calculation.

The measured distributions of yz, m12, 07,4 and x, are presented in figures 7.13 and
7.14 for the four Q? intervals. The y, distribution shows a weak ? dependence with
larger mean values for increasing Q*. The Q* dependence of the m,, distribution is
stronger with a trend towards higher masses with increasing Q. This is essentially a
phase space effect as can be seen from the superimposed phase space calculation given
by DISENT. The 0y, distribution is strongly increasing at small polar angles. By
definition the x, distribution becomes more peaked at high values with increasing Q*
(cf. equation 5.5).

The NLO predictions provide a good description of the data over the entire ()?
range and in particular for Q% > 10 000 GeV?. The agreement is mostly better than
10%. Note that the systematic error of the measurement is ~5% on average. The good
description of the data by the perturbative QCD prediction is in particular remarkable
as low energy jets significantly contribute to the dijet sample.

Also shown are the corresponding leading order calculations (only for y, and mjys).
They are typically 30% lower than the NLO calculations and fail to describe the data.
This demonstrates the sensitivity of the distributions to the NLO matrix elements. The
phase space calculation predicts a much less steeply falling y5 spectrum and a rather
flat mq distribution. It drastically differs from the data. The MC models ARIADNE
and RAPGARP also provide a reasonable description of the data for all Q* ranges (only
shown for 6,4 and x,).

Concluding, jet production at Q% > 10 000 GeV? is accurately described by the
standard model expectation. This conclusion is justified by the small experimental
uncertainties and the small corrections applied to the data and the NLO calculations
at high Q?. Precision tests of QCD in this kinematic region are, however, only possible

with the high luminosities expected after the HERA 2000/2001 upgrade.

7.4 Comparison of CC and NC Dijet Data

The conclusions derived from the measured data in the previous sections were es-
sentially based on comparisons with model predictions or NLO calculations. In this
section the CC and NC data presented in sections 7.1 and 7.2 are compared directly.
Naively one expects that QCD processes should proceed largely independently of the
underlying electroweak scattering process. Thus the (normalized) CC and NC dijet
distributions should be essentially identical.
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Figure 7.13: Jet distributions as a function of Q* for NC events selected with
y2 > 0.001. The NLO and LO pQCD calculations are corrected for hadronization ef-
fects and Z° exchange. The shaded areas reflect the error due to the uncertainty of
the hadronization corrections and a variation of the renormalization scale () from Q) /2

to 2Q). Also shown is a pure phase space calculation. Note, that the last myy bin for

Q? > 10 000 GeV? contains only one cvent.
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Figure 7.14: Jel distributions as a function of Q* for NC cvents selected with
y2 > 0.001. The NLO pQCD calculations are corrected for hadronization effects. The
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predictions of ARIADNE and RAPGAP on hadron level.
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Effects which are expected to result in differences between the hadronic final states in
CC and NC interactions are:

o the different couplings and propagators of the respective bosons in CC and NC
interactions. The flattened Q% dependence of the CC cross section leads to a
more forward shifted angular distribution of the scattered neutrino and thus
to a different average orientation of the hadronic final state compared to NC
interactions;

o the different fragmentation properties of e.g. the u- and the c-quark,
o the different fraction of gluon-induced events in CC and NC processes;

e helicity effects.

In the following a model independent technique is presented which strongly reduces
these effects. This makes possible a direct data comparison which mainly probes the

QCD dynamics of the CC and NC interactions.
Reweighting technique

Figure 7.15 shows the ratio of the NC and CC mqy and x, distributions as predicted
by ARTADNE,RAPGAP and LEPTO. For the m, distribution the ratio strongly de-
viates from unity. Effects as large as ~70% are observed. Except for LEPTO, the z,
distribution in contrast appears to be less sensitive to the effects described above. The
differences are on average 15%. This is mainly due to the direct Q% dependence of the
x, variable in which kinematic effects are expected to largely cancel at high Q* (cf.
equation 5.5).

The differences are now strongly reduced by reweighting the NC events to repro-
duce the inclusive CC cross section. After the reweighting the NC and CC kinematic
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Figure 7.15: Ratio of simulated NC and CC dijet distributions as predicted by
ARIADNE, RAPGAP and LEPTO.
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distributions agree by definition. The weights are determined as a function of = and
Q* by

dzanJGC dzaﬁcp
dxd()? / drdQ?

The respective cross sections are calculated in a x/Q*-grid with the HERACLES pro-
gram including QED radiative corrections.” The values of z and Q? are consistently
reconstructed using the hadron method in both CC and NC events. In the presence
of photon bremsstrahlung off the incoming positron the centre-of-mass energy is effec-
tively reduced. For the reconstruction of the kinematic variables this is only correctly
taken into account by the hadron method. Practically speaking, a NC event in which

w(z, Q%) (7.1)

the incoming positron emits a photon may be reconstructed in the wrong x/Q?*-cell of
the cross section grid when using the electron method. FExperimentally the electron
method is ‘blind’ for the effects of initial state QED radiation because the photon is
mostly lost in the beam pipe.

Note that the reweighting technique only uses as input a set of proton parton
densities and the inclusive cross sections calculated out of it. It is thus essentially
independent of the modeling of the hadronic final state.

The effect of the reweighting procedure can, however, be tested with MC models.
This is shown in figure 7.16 for ARTADNE, RAPGAP and LEPTO. The reweighted
NC and the CC my5 and z, distributions mostly agree within 5%. The same results are
observed for the other jet variables. Note that the statistical error (not shown) of the
MC simulations is on average less than 2%. For LEPTO the reweighting completely
fails. The reason is so far unknown. In view of the deficient data description (cf.
section 7.1) a technical bug seems likely.
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Figure 7.16: Ratio of the reweighted NC and CC dijet distributions as obtained by
ARIADNE, RAPGAP and LEPTO.

®Note that the weights are always smaller than one, because the inclusive NC et p cross section is
always larger than the CC e*p cross section (cf. figure 2.3).
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The results were cross checked by recalculating the weights with the HECTOR
program [24]. HECTOR also includes QED radiative corrections and allows for the
determination of the cross sections using both leptonic and hadronic variables. The
effect on the reweighted NC dijet distributions is found to be negligible.

Results of the data comparison

The reweighted NC data are corrected for detector effects and QED radiative processes
using the reweighted NC Monte-Carlo models in the same way as described in section
6.1. The absolute size of the correction factors is not affected by the reweighting. They
turn out to agree with the CC correction factors. A possible effect of the different
CC and NC event selection with respect to the kinematic reconstruction method was
estimated by repeating the NC event selection with the requirement Prj; > 25 GeV.
The corrected NC jet distributions change by less than 2%.

The dijet distributions of the reweighted NC data are presented together with the
CC and (pure) NC data in figure 7.17. The comparison of the (pure) NC and CC data

shows differences of the same size as observed for the MC prediction in figure 7.15.

For all distributions the reweighted NC and CC data perfectly agree within the
accuracy of the measurement. The data thus support the expectation that at short
distances the QCD dynamics of the hadronic final state are largely independently of
the underlying electroweak scattering process. It should be noticed, however, that this
statement applies, strictly speaking, only to dijet hadronic final states as analysed in
this thesis. Quantitative conclusions to what extent this statement is valid are so far
prevented by the limited number of CC events available.
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Figure 7.17: Duyet distributions for CC, NC and reweighted NC data. The CC and
NC data points are identical to the ones shown in figure 7./ and 7.5, respectively. For
clarity, the NC and reweighted NC data points have been shifted horizontally.
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Summary

In this thesis an analysis of dijet production in deep-inelastic positron-proton scattering
at HERA is presented. The analysis is based on 460 charged current and 8 600 neutral
current events with a virtuality of the exchanged W+ and ~/Z° bosons ranging from
640 to 35 000 GeV?2. Jets are reconstructed in the laboratory frame with a modified
version of the Durham algorithm. Dijet analyses are hence extended into the kinematic
region of very high boson virtualities, 9%, where so far only inclusive cross section
measurements have been made.

Differential CC dijet distributions have been measured for the first time. Pro-
nounced CC dijet structures with invariant masses up to 80 GeV are observed. The
measurement of various dijet distributions is found to be in agreement with perturba-
tive calculations in O(a?). The existence of dijet events in CC interactions is clearly
established. The NLO calculations suggest that both quark- and gluon-induced pro-
cesses are needed to give a consistent description of the CC dijet data.

Dijet production in CC and NC events is also compared directly with essentially no
dependence on any model assumptions. The standard model expectation that QCD
processes proceed largely independently from the electroweak scattering vertex is con-

firmed.

Neutral current jet production is in addition analysed for Q2 > 10 000 GeV?Z, a
kinematic region where deviations from the standard model have been reported [66].
The standard model prediction is constrained at lower ? with a high statistics NC
data sample obtained with a loosened dijet selection criterion. Neutral current jet
production for Q? > 10 000 GeV? is found to be entirely consistent with the standard
model expectation.

Generally, the full dijet sample analysed differentially in Q? is well described by the
next-to-leading order calculations. This is in particular remarkable as low energy jets
significantly contribute to this dijet sample. Given the small total experimental un-
certainty and the small corrections applied to the theoretical predictions the presented
NC measurements have established perturbative QCD as a reliable prediction at the
highest scales. This may serve as a basis for the interpretation of future high precision
measurements at HERA.
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Appendix A

Tables of Results

The following tables list the results of the measurements presented in sections 7.1, 7.2

and 7.3. All errors are given in per cent. The systematic errors have been equalized.
The largest deviation assigned to an individual systematic uncertainty in a given bin

is taken conservatively as the systematic error for that bin.

ya i Ostar | Osys | Hateriu | Bithaa | SIS,
0.002 - 0.006 33 + 13| £2 +2 +0 +1
0.006 — 0.014 10 + 17| £2 +1 +1 +2
0.014 - 0.05 0.7 + 28 | £3 +3 +1 +1
myz [GeV] | =20 [GeVT) | Gstar | Dsys | Fotirica. | Zotchae | Soection,
5 — 20 0.005 + 17| 44 +2 +0 +3

20 — 40 0.006 + 14| £2 +1 +1 + 2
40 — 65 0.0016 + 23| £5 +5 +1 + 2
65 — 120 0.0002 + 53 | £12 +11 +1 + 4
Zp oA Ostat | Osys | Botyicu | Titchane | Sommsetios,

0. -0.1 0.27 +29| £5 +4 +1 +1
0.1-0.2 0.47 + 22 | +11 +1 +1 + 11
0.2-0.5 0.56 + 12| £3 +2 +0 + 2
Xp ﬁ f?gp Ostat | Osys | Hatromic | | Track | Correction,

0. - 0.6 0.077 + 21| £2 +0 +1 + 2
0.6 - 0.8 0.36 + 17| £3 +2 +0 + 2
0.8-0.9 0.81 + 16 | £3 +1 +1 + 2
0.9-1.0 0.41 + 26| £6 +6 +1 + 2

Table A.1: Normalized dijet cross sections for CC events selected with Pr > 25
and 0.03 <y < 0.85. The jets are reconstructed with the modified Durham algorithm.
The dijet events salisfy the cuts yz > 0.002 and 10° < ;. < 140°.
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Erswa [GeV] || o amtng [GeVT T | Gotar | Qoys | Bntyicn | Bisthe | Szt
4 -15 0.0088 + 15| £2 +0 +0 + 2

15 - 35 0.0057 + 14 | £2 +1 +1 + 1

35 - 80 0.00067 + 26 | +7 +7 +1 + 1
Erpwa [GeV] || o= ggf2— [GeVT | Gurar | Osys | Hatiricae | Bosibo | Coczestioa,
4 -15 0.0048 + 20 | +1 +1 +0 + 1

15 - 35 0.0067 + 13| £2 +1 +1 + 1

35 - 80 0.0011 + 21 | £7 +7 +1 + 0
Ofwa [deg] o @ [deg™ ] | utar | Osys | Hetioric,,, | oitha | S,
10 - 20 0.013 + 13| £2 +2 +0 + 0

20 - 35 0.0043 + 17| £2 +2 +1 + 0
35 -90 0.00086 + 23| £3 +3 +1 + 1
Obwa [deg] g [deg™ | gt | Ogys | Hatrome | reer | Cometien,
10 - 20 0.0039 + 23| +4 +3 +1 + 3

20 — 40 0.0046 + 15| £2 +2 +1 + 1
40 - 70 0.0021 + 18| £2 +1 +1 + 1
70 — 140 0.0005 + 25| +4 +3 +1 + 2

Table A.2: Normalized dijet cross sections for CC events selected with Pr > 25 GeV
and 0.03 < y < 0.85. The jets are reconstructed with the modified Durham algorithm.

The dijet events satisfy the cuts yz > 0.002 and 10° < 8;., < 140°.
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Y2 i Ostat | Ooys | Hotmomicae | hischa | Bhmeom, | Comestion,
0.002 - 0.006 31.4 + 3.5 | £3.1 +1.0 | +£0.7 +0.8 + 2.8
0.006 — 0.014 6.3 + 54 | £2.8 +2.7 | £0.3 +0.6 + 0.3
0.014 - 0.05 0.56 + 8.9 | £6.1 +5.9 | +£1.3 +0.9 + 0.3

mus [GeV] || Z=g2 [GeVT ] | Gaar | Gsys | 2otiyiun | Bitthee | Emamm | Coimsiticr,
5 —20 0.0067 +4.0 | £3.9 +1.5 | +£0.2 +0.6 + 3.5
20 — 40 0.0036 +4.5 | £3.9 +3.8 | +£1.1 +0.2 + 0.1
40 - 65 0.0008 + 8.7 | £10 +9.5 | +£14 +0.7 + 1.7
65 — 120 0.00008 + 18 | £15 +15 | +£1.2 +0.4 + 2.0
Zp PR Ostat | Osys | Botimicne | Withu | Brstii. | Sorcstion,

0. -0.1 0.18 + 9.4 | £7.0 +6.8 | +£0.8 +0.8 + 1.1
0.1 -0.2 0.47 + 5.7 | £4.1 +1.7| £0.5 +0.5 + 3.6
02-05 0.44 T34 +24] *£14] +07| +03] =£13
Xp ﬁ f?gp Ostat | Osys | Hatromic | Trscho, | Blmeom | Sorrsstion,

0. -0.6 0.066 + 6.2 £10 +9.7| £1.6 +0.8 + 1.0
0.6 - 0.8 0.31 +4.9 | £3.1 +2.5 | +£0.8 +0.3 + 1.6
0.8 -0.9 0.57 + 5.0 | £4.7 +0.9 | +£0.5 +0.4 + 4.5
0.9-1.0 0.39 + 6.6 | £9.0 +6.0 | +£0.4 +0.4 + 6.7

Table A.3: Normalized dijet cross sections for NC events selected with Pr > 25 GeV
and 0.03 <y < 0.85. The jets are reconstructed with the modified Durham algorithm.
The dijet events salisfy the cuts y; > 0.002 and 10° < 0., < 140°.
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1 do

Exswa [GeV] | 7 =qp2 [GeVTI | Gaar | Gays | Batiicae | Toitbue | 205 | Socition,
4-15 0.0094 + 3.9 | £3.7 +2.1 | +£0.2 +0.8 + 2.9

15 -35 0.0041 + 4.4 | £5.7 +5.6 | £1.2 +0.2 + 0.2
35 - 80 0.00029 + 10 | £15 +15 | +£1.3 +1.4 + 0.9
Etbwa [GeV] | s amry [GeVTT | Guar | Ooys | Htirica, | Bisthe | Bimami. | Sosition,
4-15 0.0053 + 4.8 | £4.6 +4.3 | +£0.2 +1.5 + 0.6

15 -35 0.0061 + 3.7 | £4.8 +3.9 | +£1.0 +0.3 + 2.5
35 - 80 0.00042 + 9.1 £15 +15 | +£14 +2.1 + 3.0
Ofwa [deg] rasay [deg™] Ostat | Osys | Madromic, | Trach,e, | Blmearm | Gorrestion,
10 — 20 0.0118 + 3.7 | £4.2 +2.3 ] +£04 +0.1 + 3.5
20 — 35 0.0035 + 52| £1.7 +1.0 | +£1.3 +0.4 + 0.2
35 -90 0.0005 + 7.7 £34 +1.8 | +£0.8 +2.5 + 1.2
Dbwa [deg] s Ty 1408 | Oatar | Oays | B | Bt | PLai. | o,
10 — 20 0.0041 + 59| £6.5 +3.2 | £04 +0.3 + 5.7
20 — 40 0.0039 + 4.3 | £2.5 +1.5 | +£0.8 +0.5 + 1.7
40 - 70 0.0017 + 5.6 | £2.1 +1.6 | +£0.6 +1.2 + 0.2
70 — 140 0.00039 + 74| +£24 +1.1 | +£0.9 +1.8 + 0.6

Table A.4: Normalized dijet cross sections for NC events selected with Pr > 25 GeV
and 0.03 < y < 0.85. The jets are reconstructed with the modified Durham algorithm.
The dijet events satisfy the cuts yz > 0.002 and 10° < 8;., < 140°.

74




Q% > 5000 GeV?

Y2 T Ostat | Oaya | Hodramie | Track | correction
0.002 - 0.006 30 +40 | 44 +3 +1 +3
0.006 — 0.014 14 +40 | 44 +0 +2 + 4
0.014 - 0.05 0.4 +100 | +4 +4 +2 +1

my; [GeV] || =722 [GeV™!] Ostat | Osys | Hatromic . | Toacha. | Somrseiion,
5—20 0.002 +100 | £11 +11 +1 +1
20 — 40 0.005 + 38| 44 +4 +1 +0
40 - 65 0.003 +43 | 44 +4 +1 +1
65 — 120 0.0005 + 74| £7 +4 +1 +3
Zp ﬁfip Ostat | Osys | Hadrome | Tnsck. | Somceion,

0. -0.1 0.6 + 52| 44 +4 +2 +0
0.1 -0.2 0.2 + 83 | £16 +1 +2 + 16
0.2-0.5 0.6 + 33| £3 +2 +1 + 2
Xp ﬁ jTUp Ostat | Osys | Hotroricn. | Tosckan | Sociion,

0. -0.6 0.05 + 74| 49 +9 +2 +3
0.6 -0.8 0.3 + 524 | 44 +3 +1 + 2
0.8-0.9 1.0 + 38| 44 +4 +1 +1
0.9-1.0 0.5 + 60 | £6 +6 +1 + 2

Table A.5: Normalized dijel cross sections for CC events selected with Q* > 5 000 Ge V2
and 0.03 <y < 0.85. The jets are reconstructed with the modified Durham algorithm.

The dijet events salisfy the cuts yz > 0.002 and 10° < ;. < 140°.
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Q* > 5 000 GeV?

1 do

Y2 7pis dys Ostat | Osys | Hatericn. | Mot | Dl | Sozcstn,
0.002 — 0.006 41 + 15| +1 +1 +0 +0 +1
0.006 — 0.014 9.0 +22| 43 +0 +0 +1 + 3
0.014 — 0.05 1.1 +30| +£5 +4 +1 +1 + 2

myz [GeV] | =28 [GeVTI] | grar | Goys | Botoricn, | Totthoa | Pmoon,. | Sorection,
5—20 0.0045 + 28 | 48 18 +1 +1 +1
20 — 40 0.0076 + 15| +£2 +0 +0 +1 + 2
40 — 65 0.002 + 26| +£2 +2 +0 +0 + 1.9
65 — 120 0.0004 +39 | £14 +14 +2 +1 +3
Zp PR Ostat | Osys | Hxtremie, | Toaoe [ 2 mesn | correcten

0. -0.1 0.25 +37| +£5 +4 +0 +1 + 3
0.1-0.2 0.50 + 26| +£2 +1 +1 +0 + 2
0.2-0.5 0.71 + 14| 43 +1 +1 +1 + 2
Xp e . Ostat | Osys | Hatromic [ Track | 2tomasn | correction,

0. -0.6 0.03 + 46 | £19 +18 +1 +2 + 2
0.6 - 0.8 0.20 +29| 43 +2 +1 +0 +1
0.8-0.9 0.79 +20| +£3 +1 +1 +1 + 2
0.9-1.0 1.6 +16 | +4 +4 +0 +0 +1
Table A.6: Normalized dijet cross sections for NC events selected with

Q? > 5 000 GeV? and 0.03 < y < 0.85. The jets are reconstructed with the modified
Durham algorithm. The dijet events satisfy the cuts y; > 0.002 and 10° < 8;., < 140°.
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640 < Q* < 2 000 GeV?

1  do

Y2 ToTsdus Ostat | Osys | Hadrenic, | Trsck,,. | Blmeon | Correction,
0.001 — 0.003 83.6 + 35| £3.3 +1.0| +£04 +0.5 + 3.1
0.003 - 0.007 19.9 + 4.8 | £1.5 +0.6 | £0.7 +0.7 + 0.7
0.007 - 0.014 4.9 + 73| £5.5 +5.0| =£0.6 +1.0 + 1.6
0.014 - 0.05 0.42 + 11.6 | £7.1 +6.4 | =£1.5 +0.8 + 2.7

my; [GeV] || =72 [GeV™!] Ostat | Osys | Hadnonic | Tosck,,, | Bhmaan | Comreption)
5 —20 0.014 + 3.3 | £3.9 +0.7 | £0.3 +0.3 + 3.8
20 — 40 0.0039 +49 | +£54 +5.1 | =£1.0 +0.3 + 1.6
40 — 65 0.00052 +13 | £14 +13 | +£1.9 +0.6 + 5.0
65 — 120 0.00004 + 31 | £18 +15 | +£0.0 +2.7 + 8.8
Otwa [deg] || g7 [deg™ ] | Outar | Quys | otiorican | Bitbue | Smat, | Sociciticn,
10 - 20 0.018 + 3.4 | £3.8 +1.7 | +£0.1 +0.2 + 34
20 - 35 0.0051 + 4.8 | £1.8 +0.7 | £1.5 +0.5 + 0.6
35 -90 0.00071 + 7.0 | £3.0 +1.2 | +£1.1 +2.4 + 0.8
Xp 7 DIIS f?gp Ostat | Osys | Badiyitae | oithu | Eiluoti. | Soczetion,
0. -0.6 0.074 + 6.7 | £9.8 +9.2 | +£14 +1.3 + 2.8
0.6 - 0.8 0.39 + 49| +4.1 +3.0 | £0.7 +0.5 + 2.7
0.8-0.9 0.87 + 4.6 | £5.8 +1.9| =£0.6 +0.4 + 5.3
0.9-1.0 0.88 +49 | +64 +4.0 | +£0.1 +0.4 + 5.0
Table A.7: Normalized diyget cross sections for NC events selected with

640 < Q* <2 000 GeV? and 0.03 < y < 0.85.
the modified Durham algorithm.
10° < ;0 < 140°.

The dijet events
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The jets are reconstructed with
satisfy the cuts y; > 0.001 and




2 000 < Q* < 5000 GeV?

1 do

Y2 P Ostat | Osys | Hadrenic, | Trsck,,, | Blmeon | Correction,
0.001 - 0.003 84 + 7.6 | £2.9 +1.0 | =£0.3 +0.2 + 2.7
0.003 — 0.007 22 + 10| £2.4 +0.8 | =£0.3 +0.2 + 2.2
0.007 — 0.014 7.7 + 13 | £3.1 +2.4 | £0.7 +0.8 +1.4
0.014 - 0.05 1.0 + 17 | £7.9 +5.8 | £1.0 +1.0 + 5.1

myz [GeV] | =75 [GeVTI | Ggtar | Oays | Hotirica | Bitchae | Bhmoom,. | Socstion,
5—20 0.011 + 7.8 | £3.0 +2.6 | £0.2 +0.2 + 1.3
20 — 40 0.0064 + 8.3 | £2.8 +1.9 | £04 +0.2 + 2.0
40 — 65 0.0021 + 13| £10 +9.3 | £1.6 +0.9 + 1.2
65 — 120 0.00018 + 28 | £17 +17 | £1.9 +1.6 + 1.1
Otwa [deg] | o7 [deg™ ] | utar | Osys | Batiyitue | Bt | Plistn. | Soistin,
10 - 20 0.018 + 7.2 | £2.2 +1.8 | =£0.2 +0.4 + 1.1
20 — 35 0.00685 + 95| £34 +1.5| =£0.5 +0.5 + 2.9
35 -90 0.0012 + 12 | £2.7 +1.3 | =£0.9 +1.3 + 1.7
Xp 7 DIIS dd%p Ostat | Osys | Badmicae | Withu | Eiluoti. | Soczetion,
0. -0.6 0.084 + 14 15 +13 | +£1.6 +1.6 + 4.9
0.6 - 0.8 0.39 + 11 | £3.5 +2.4 | £0.7 +0.3 + 2.3
0.8-0.9 0.87 + 10 | 4.3 +2.6 | £0.2 +0.2 + 3.6
0.9-1.0 1.3 + 8.7 | £4.5 +4.2 | £0.2 +0.3 + 1.3
Table A.8: Normalized dijet cross sections for NC events selected with

2 000 < Q2 < 5000 GeV? and 0.03 < y < 0.85.

the modified Durham algorithm.
10° < e < 140°.

78

The jets are reconstructed with
The dijet events satisfy the cuts yo > 0.001 and




5000 < Q% < 10 000 GeV?

Y2 i Ostat | Osys | Hotromen | Toocho | Bmoor, | Soestion,
0.001 — 0.003 88 + 16 | £2 +1 +0 +0 +1
0.003 - 0.007 29 + 19| £2 +0 +1 +1 + 2
0.007 - 0.014 9.0 + 26| £3 +0 +0 +1 + 3
0.014 - 0.05 0.9 + 37| £5 +5 +1 +1 + 2

myz [GeV] || =28 [GeVT'] | star | Gsys | Fotirica, | Ttcha | 2o, | Sorection,
5 —20 0.009 + 20| =£6 +6 +0 +1 +1
20 — 40 0.010 + 15| &£3 +1 +0 +1 + 3
40 — 65 0.0017 + 30| £3 +2 +0 +0 + 2
65 — 120 0.0004 + 42 | £17 +17 +2 +1 + 2
Otwa [deg] || i=gg 7 [deg™ ] | dutar | Osys | Batiican | Boithune | Siatm. | Cocmcstisd,
10 - 20 0.017 + 17| £3 +3 +0 +0 + 2
20 - 35 0.008 + 19| &£3 +1 +1 +1 + 3
35 -90 0.002 + 20| £2 +1 +0 +2 +1
Xp 7 DIIS f?gp Ostat | Osys | Hotrica. | Dot | Flistlia. | Sozestion,

0. -0.6 0.03 + 46 | £18 +18 +1 +1 + 2
0.6 - 0.8 0.24 + 29| £3 +3 +1 +0 + 2
0.8-0.9 0.80 + 22| £3 +2 +1 +0 + 2
0.9-1.0 2.6 + 15| +4 +3 +0 +0 + 2
Table A.9: Normalized diyget cross sections for NC events selected with

5000 < Q? < 10 000 GeV?* and 0.03 < y < 0.85.

the modified Durham algorithm.
10° < ;0 < 140°.

The jets are reconstructed with

The dijet events satisfy the cuts yo > 0.001 and
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Q? > 10 000 GeV?

Yz B T Ostat | Osys | Fadramic | Tosck, | Blmeor, | Somrestion,
0.001 — 0.003 95 +36 | +1 +1 +1 +0 +0
0.003 — 0.007 25 +48 | +£2 +0 +0 +0 + 2
0.007 — 0.014 9 + 61| £2 +1 +1 +0 + 2
0.0014 - 0.05 2 + 53| 43 +2 +0 +1 + 2

mj2 [GGV] ngIS denUw [Gev_l] 5stat 551/5 ﬁlnaedrrgoyn;f:ale Tk ta Eié:’glzg;:ale SZ:gffatzfz?y
520 0.009 + 54 | £11 +10 +0 +1 +3
20 - 40 0.010 +33| £2 +0 +0 +0 + 2
40 — 65 0.004 +44 | £2 +2 +0 +0 +1
65 — 120 0.0004 +100 | +9 18 +1 +2 +3
Otwa [deg] | o7 [deg™ ] | Gsrar | Osys | Batiyicne | Bt | Pt | Sosetin,
10 - 20 0.02 +39| £2 +1 +0 +2 +0
20 - 35 0.009 +41 | £2 +1 +1 +1 +1
35 -90 0.003 +39| 43 +1 +1 +3 +1
Xp e . Ostat | Osys | HBodmoric . | Tottha | Elmaora. | Sorestion,
0.6 - 0.8 0.2 + 73| £5 +4 +0 +2 +1
0.8-10.9 0.6 + 60| +£2 +2 +1 +0 +0
0.9-1.0 3.7 +29 | +£2 +2 +0 +0 +1
Table A.10:  Normalized dijet cross sections for NC events selected with

Q? > 10 000 GeV? and 0.03 < y < 0.85. The jets are reconstructed with the modified
Durham algorithm. The dijet events satisfy the cuts y; > 0.001 and 10° < 8;., < 140°.
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