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Abstract

A measurement of the double differential leptonic QED Compton cross-section in positron-proton
collisions is described. The kinematic range extends in xl from 1.8·10−5 to 1.78·10−3 and in Q2

l from
1.5 GeV2 to 85 GeV2. The data were accumulated with the H1 detector at the HERA storage ring in
1997, of which about 9.18 pb−1 of the integrated luminosity in that year were included in this analysis.
The measurement focussed upon unambiguous particle identification, detailed detector understanding
and a reliable determination of the interaction point. Both, the inelastic and the elastic channel were
measured. The result is compared to theoretical predictions using the ALLM-97 proton structure
function parameterisation, within the framework of the COMPTON-2.14 Monte Carlo generator.

Zusammenfassung

Die vorliegende Arbeit beschreibt die Messung des doppelt differentiellen, leptonischen QED Comp-
ton Wirkungsquerschnitts in Positron-Proton Kollisionen. Der kinematische Bereich der Messung
erstreckt sich in xl von 1.8·10−5 bis 1.78 · 10−3 und in Q2

l von 1.5 GeV2 bis 85 GeV2. Die Daten
wurden im Jahr 1997 am HERA ep Speicherring mit dem H1 Detektor aufgezeichnet, wovon ca.
9.18 pb−1 der integrierten Luminosität jenes Jahres für die Messung verwendet wurden. Ein beson-
deres Augenmerk der Messung lag bei der eindeutigen Teilchenidentifizierung, einem detaillierten
Detektor Verständnis sowie einer verlässlichen Bestimmung des Wechselwirkungspunktes der be-
trachteten Ereignisse. Sowohl der elastische wie auch der inelastische Anteil der Reaktion wurde in
der Messung berücksichtigt. Das Messergebnis wird verglichen mit theoretischen Vorhersagen unter
Benutzung der ALLM-97 Parametrisierung der Proton Strukturfunktion im Rahmen des COMPTON-
2.14 Monte Carlo Generators.
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1 INTRODUCTION

1 Introduction

The course of high energy physics has lead to the development of a well established model describing
the properties of and the interactions between microscopic elementary particles. This framework, the
standard model of particle physics, came into being about thirty years ago and forms since then the
theoretical basis of many experiments across the world. In this theory quarks and leptons are the
constituents of matter, and the carrier of the known fundamental forces are the gauge bosons, namely
the photon, W± and Z0 for the electroweak force, and the gluon g (in eight different strong colour
charge combinations) for the strong force. While the quarks make up complex hadronic, i.e. strong
interacting objects, leptons are found either as building blocks of the shells of atoms, which are the
electrons; or they appear in electroweak interactions, such as the nuclear β-decay or as participants
in the fusion processes in the cores of stars. The experimental attempt to understand the properties
of the fundamental forces and to possibly discover new particles is reflected in the construction of in-
creasingly complex particle acceleration and detection facilities over the last decades. Colliding two
beams of particles, besides colliding one beam on a fixed target as well as the non-accelerator high
energy experiments being run deep underground, has become the standard method. The principle of
corresponding measurements is to gain cross sections, that is reaction probabilities, in dependence of
the kinematic properties in the collisions. One of those facilities is the storage ring HERA set up in
Hamburg where an electron beam and a proton beam are pointed against each other in order to inspect
the structure of the proton by using the electrons as quasi point-like probes. As a characteristic kine-
matic measure to quantify the spatial resolution-power in this type of experiment serves the negative
square of the Lorentz-invariant four-momentum change (Q2) of the electron during the reaction. This
quantity defines the equivalent wavelength λ = h/

√
Q2 of the applied probe and thus the typical

resolvable size of substructures of the object under investigation.
The topic of this analysis is the measurement of the QED Compton cross section in positron proton

interactions as one of several reaction types being investigated in the H1 experiment. The Compton
process probes the proton structure, as a consequence of its special topology, at very low values of Q2.
After a general overview to the proton structure in this chapter and the relation to the Compton process
in chapter two, a description of the experiment is given in chapter three. The used data samples and
selection criteria are described in chapter four. The matter of particle identification in connection with
a detailed treatment of the involved detector components follows in chapter five. Finally, the last two
chapters discuss important calibration aspects and the cross section results, respectively.

1.1 The structure of the proton

The typical size of atomic nuclei was first determined by experiments of Geiger, Marsden and their
interpretations by E. Rutherford in 1911 [1]. Nuclei were found to be amazingly small, namely about
10−5 in units of the size of atoms in general. This corresponds to a diameter of � 10−15m. In the first
decades after this discovery the natural question persisted whether nuclei were point-like or if there
was some finer detail or substructure. Indications that the proton should have some internal structure
were observed in the 1930s when the proton’s magnetic moment was measured for the first time,
which deviated from the value expected for a point-like Dirac particle [2]. A further milestone is the
series of measurements on electron–nucleus scattering performed by R. Hofstadter [3] in the 1950s,
using electron beam energies in the range of 190 to 600 MeV on fixed targets. These experiments
gave a closer insight to the dimensions of different nuclei and in particular, by means of a hydrogen
target, of the proton. In these (elastic) collisions the proton structure appeared as an extended object
by showing an interference pattern in dependence of the electron scattering angle and momentum

1



1.2 Deep inelastic scattering 1 INTRODUCTION

transfer, respectively. It became possible to derive elastic form factors and nuclear charge densities,
describing more detailed the structure of the proton, for the first time. The form factors were related
to the elastic cross section like

dσR

dΩ
=

4α2E′2

Q4

E′

E
cos2 θ

2

(
G2

E(Q2) + τG2
M (Q2)

1 + τ
+ 2τG2

M (Q2) tan2 θ

2

)
(1.1)

utilizing τ = Q2/4m2
p with the proton mass mp. This is the result of Rosenbluth’s ansatz [4] for

the hadronic current to describe the electromagnetic interaction of the beam electron on the unknown
hadronic structure. In the above representation the deviation from the expected Dirac magnetic mo-
ment of the proton target is already incorporated in GM . Experimentally, by cross section measure-
ments at different scattering angles θ and final state electron energies E′, the form factors can be
extracted, each of them as a function of Q2, and yield the dipole fits to GE,M(Q2).

Then, with increasing electron energies towards the GeV-range the inelastic regime is reached. The
shape of the proton passes through several excited states, the nucleon resonances, with increasing
energy transferred to it in the collision. In more energetic collisions the proton breaks up and the
process is accompanied by a multi-particle hadronic final state X of increasing invariant mass. For
this domain the form factors G2(Q2) are replaced by the structure functions W1 and W2 which are
functions of the momentum transfer Q2 and the energy transfer ν = E − E′. The cross section is
then described as

d2σ

dΩdE′ = σMott ·
(

W2(Q2, ν) + 2 W1(Q2, ν) tan2 θ

2

)
. (1.2)

The energy transfer ν (i.e. as measured in the lab frame) can be used to construct a quantity x =
Q2/2mpν which turns out to comfortably describe the type of the interaction with the target, as the
case x = 1, or equivalently ν = Q2/2mp, corresponds to elastic scattering while smaller values of
x are found in inelastic collisions. Experimentally the observation of scaling of the above structure
functions was made, that is their invariance against changes of Q2 for a given fixed ratio of momentum
transfer relative to energy transfer, x. This result, harmonized with Bjorken’s algebraic findings that
for (ν,Q2) → ∞ and for constant x, a transition

MW1(x,Q2) → F1(x) νW2(x,Q2) → F2(x), (1.3)

towards structure functions independent of Q2 (M represents the target mass) could be made, allowed
to regard the proton (Feynman, 1969) as an object composed of smaller particles, called partons, act-
ing as the true target objects in incoherent elastic collisions to sum up to the observed cross sections.
In this picture Bjorken’s x becomes a measure for the fraction of a parton’s momentum of the proton’s
total momentum p, where p → ∞ in the lab system. Furthermore, the interpretation of the structure
functions can then be given as sums of partonic momentum distributions. Using the cross section
results from experiments with different types of beams (made up either of neutrinos, anti-neutrinos,
electrons or muons) and different targets (nucleons, nuclei) separate distribution functions could be
isolated which are attributed to the existence of the constituent partons, quarks and anti-quarks. To-
gether with further confirming observations these results were combined to the Quark Parton Model
(QPM).

1.2 Deep inelastic scattering

In deep inelastic scattering leptons interact with protons by the exchange of electroweak bosons which
are the photon and the high massive W± and Z0. The fundamental Feynman graph in lowest order

2



1 INTRODUCTION 1.2 Deep inelastic scattering

is shown for electron-proton interaction in Figure 2.3. In this work the probing lepton is the electron
(or positron) corresponding to the type of reactions investigated at HERA.

The kinematics in ep collisions is described in terms of the 4-momenta of the participating parti-
cles, using for example the following notation:

l the incoming beam electron
l′ the scattered electron
P the incoming beam proton
X the proton remnant or (more general) the hadronic final state.

From these, further kinematic quantities can be derived to describe the interaction and to gain infor-
mation about the hadronic initial state. To these quantities belongs the negative squared momentum
transfer

Q2 = −q2 = −(l − l′)2, (1.4)

which determines the invariant mass of the exchanged virtual boson and is thus a measure for the
resolution scale applied to the object. Due to their high masses the charged bosons and the Z0 do
contribute significantly only at higher momentum transfers as their influence is suppressed due to the
propagator Q2/(Q2 + M2). Thus, the interaction is dominated by photon exchange in the low Q2

range; and only this kinematic range is considered here. Further, the Bjorken variable is defined as

x =
Q2

2P · q (1.5)

where the denominator can be written as P · q = mp(E − E′) for energies in the rest frame of the
proton. The inelasticity of the reaction is given as

y =
P · q
P · l (= 1 − E′

E
)r.f. proton. (1.6)

Again, in the proton rest frame, y corresponds to the relative energy loss of the scattered electron
through the virtual photon. Both Lorentz-invariant variables, x and y, assume values from 0 to 1. The
center of mass energy squared in the ep collision is given by

s = (l + P )2 ≈ 2 l · P (1.7)

where the last approximation holds for high collision energies where the electron and especially the
proton mass can be neglected. Thus the above quantities can be combined in the (approximate)
equation

x =
Q2

sy
. (1.8)

In the case of HERA with e, p beam energies of Ee=27.6 GeV and Ep=820 GeV (in the year 1997) the
center of mass energy is

√
s �300 GeV setting the upper limit for any produced final state mass and

Q2
max � 90000 GeV2. This configuration would equal a (hypothetical) fixed proton target experiment

using electron beam energies of the order of 45 TeV.

The differential cross section description becomes in deep inelastic scattering, using the two struc-
ture functions F1 and F2 and neglecting the proton mass [5],

d2σ

dxdQ2
=

4πα2

Q4

[
(1 + (1 − y)2) F1 +

1 − y

x
(F2 − 2xF1)

]
(1.9)

3



1.2 Deep inelastic scattering 1 INTRODUCTION

where a third structure function F3 is ignored since virtual Z exchange can be neglected. The second
term represents the longitudinal structure function, now including the proton mass, given as

FL(x,Q2) =

(
1 +

4m2
px

2

Q2

)
F2(x,Q2) − 2xF1(x,Q2) (1.10)

which becomes equal to (F2 − 2xF1) for Q2 → ∞. FL represents the part of the structure function
which is sensitive to the absorption of longitudinal virtual photons, whereas F2 contains both lon-
gitudinal and transverse parts. With the Callan-Gross relation F2 = 2xF1, implying FL=0, and its
experimental verification it is understood that quarks have spin 1/2. The relation follows within the
QPM, where transverse parton momenta are disregarded, from the consideration that spin-1/2 partons
cannot absorb longitudinal polarized virtual photons. Thus, the deep inelastic scattering cross section
is determined by F2.

QCD picture

As indicated by Eq. 1.9 the structure functions are allowed to also depend on Q2. This is a conse-
quence of the observation that Bjorken scaling is only valid in some kinematic range of deep inelastic
scattering. Furthermore, the QPM is not able to explain that quarks do not appear as single free par-
ticles but always seem to be enclosed in some hadron. This and other effects, like for instance the
appearance of three “identical” quarks in the double positive proton-resonance Δ++, can be explained
in the theory of quantum chromodynamics, QCD: quarks are subject to the strong force, connected to
their colour charges. The carriers of this force are the gluons which mediate the interaction by having
colour charges themselves. Owing to these colours gluons can couple to themselves, and a special
property can be attributed to the strong field, namely that its potential rises with increasing distance
between colour charges (i.e. quarks). Figuratively, this behaviour causes the field energy to grow
until some threshold for the production of one (or more) new quark-antiquark pair is reached from
which new hadrons are generated, rather than just separating two quarks from a bound system into
single free particles. While this describes the quark confinement, quarks seem to be asymptotically
free when viewed at an increasing resolution scale Q2, which is described by a non-constant coupling
αs ∝ 1/ ln(Q2/Λ2). With these considerations it is possible to qualitatively understand the struc-
ture function scaling violations which are not expected in the QPM: with increasing Q2 the function
F2(x,Q2) rises at low x values and drops at high x values since it is more likely to find a quark when
it just radiated off a gluon. This gluon carries away some amount of the original quark momentum
(or: fraction of the proton momentum) such that it is observed at lower momentum fractions x. For
the same reason it is less likely to encounter one of the three valence quarks (with relatively high
mean values of x̄QPM � 0.3) when probed at higher resolutions. This relationship between resolu-
tion scale Q2 and the parton distribution functions is described by the DGLAP-formalism [6, 7, 8]
which accounts for both the quark and the gluon content of the proton as determined by the splitting
of quarks and gluons into quarks, gluons and sea quark-pairs.

In the context of the later described QED Compton scattering process, this aspect of the evolution
of the particle momentum distributions, specifically those of the gluon, will be contrasted to the
partonic photon content of the proton.

While the kinematic range of deep inelastic scattering above a few GeV2 appears to be well under-
stood by increasing precise measurements supporting perturbative QCD, where the proton structure
function can be ostensively regarded as the sum of partonic distribution functions, there is also inter-
est in the low-Q2 regime. In this area of ep interactions the parton picture cannot be used anymore.
Instead the existing parameterisations are tested for their validity towards lower resolution scales and
extended phenomenologically (e.g. [21]) to establish a connection between DIS and the photopro-
duction range, based on the combined data of several experiments. On the experimental side this

4



1 INTRODUCTION 1.2 Deep inelastic scattering

gap between HERA and fixed-target experiments can be touched and even accessed by different ex-
perimental and analytic techniques. To reach lowest possible Q2 values three main methods can be
mentioned:

• (i) the use of shifted vertex data in the ep experiments H1/Zeus, which extend the kinematic
range using the same detector acceptance and allow the measurement of smaller scattering
angles and thus smaller Q2. (S. Section 3.1 for a short description of this technique.)

Further by the analysis of scattering events of the radiative type which are

• (ii) the initial state radiation events, which lower the effective incoming beam electron energy
by radiating off energetic photons moving collinearly to the beam, for the measurement of
the structure functions FL and F2 at lower center-of-mass energies and momentum transfers,
respectively, and

• (iii) the QED Compton scattering process giving access also to very low scales as two high en-
ergetic particles nearly balance their transverse momenta such that the total momentum transfer
stays low.

While the first and second method has been used for corresponding analyses, the QED Compton event
type, although suggested in earlier publications and used for luminosity control measurements [22],
was applied for the detailed proton structure not before some sufficient amount of luminosity was
recorded. A description of Compton scattering is given in the next section.

5



2 THE QED COMPTON PROCESS

2 The QED Compton process

The QED Compton process (hereafter also denoted as QEDC) represents the scattering of electrons
off protons accompanied by the emission of hard photon radiation under polar angles comparable
to that of the scattered electron. It is one of a series of radiative interaction types present in ep
scattering. In the following the different channels and their properties are discussed with a detailed
focus on Compton scattering.

2.1 Radiative electron-proton interactions

The general description for radiative processes in electron-proton interactions is displayed in Fig-
ure 2.1. They appear topologically in different types. For a characterization of the corresponding
kinematic regimes it is convenient to consider the following set of variables:

q2
e∗ =

{
(pγ − pe)2

(pγ + pe′)2
(2.1)

q2
γ∗ = (pX − pp)2, (2.2)

where the 4-momenta of the incoming electron pe, incoming proton pp, scattered electron pe′ and
photon pγ as well as the hadronic final state pX are used. Both expressions are part of the propagator
terms of the amplitude A for the reaction shown in Figure 2.1:

dA ∝ dq2
e∗

q2
e∗ − m2

e

· dq2
γ∗

q2
γ∗

(2.3)

The radiative processes can be classified by identifying the poles of both factors in Eq. 2.3: In the
case of low virtual electron and photon masses, q2e∗ ≈ 0 and q2

γ∗ ≈ 0, one obtains a high interaction
rate which corresponds to the bremsstrahlung process. Looking on electron-proton collisions one can
conclude from the smallness of both terms that the cross section peaks at small scattering angles,
since one can write for example for the first factor:

q2
e∗ = (pγ − pe)2 = p2

γ + p2
e − 2pγpe = 0 + m2

e + 2�pγ�pe − 2EγEe

� m2
e + 2EγEe(cos θ − 1) (2.4)

where θ is the photon polar angle with respect to the incident electron direction. In fact, the HERA
experiments make use of this process in order to measure the current beam luminosity.

Two further cases can be distinguished in which one of both factors in the denominator of Eq. 2.3 is
close to ≈ 0, while the other one has some finite value. This allows at least one particle, electron or
photon, to be scattered under some angle relative to the direction of the incoming beam particles. With
q2
e∗ ≈ 0 and q2

γ∗ being finite the scattered electron is found towards higher angles. The momentum
direction of the final state photon corresponds predominantly to the incoming electron momentum in
the case of the left graph, and it is almost collinear to the scattered electron for the right graph of
Figure 2.1. Both cases are known as Initial and Final State Radiation, ISR and FSR respectively, in
ep scattering and make radiative corrections to cross section measurements necessary.
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2 THE QED COMPTON PROCESS 2.1 Radiative electron-proton interactions

γ

γ∗
e∗

e

e′

p p|X

γ

γ∗

e∗
e

e′

p p|X

Figure 2.1: Lowest order Feynman graphs of radiative processes in ep scattering. The incoming particles are
the electron ’e’ and proton ’p’. A real photon γ is radiated off the electron line in both graphs. ’p|X’ denotes
the final state depending on whether the interaction was elastic or inelastic.

On the other hand, when q2
e∗ is sufficiently different from zero and q2γ∗ ≈ 0, the pole in the ex-

pression leads to a topology with both particles emerging at significant higher scattering angles in
comparison to the usual bremsstrahlung process. Therefore, this kinematic region is also denoted as
“wide-angle bremsstrahlung” or “third peak” [17]. The equivalent denotation “QED Compton scat-
tering” is motivated by the scattering of quasi-real photons γ∗ on incoming electrons, by which the
process resembles the classical Compton process

e + γ∗ → e + γ . (2.5)

The separation into the mentioned sub-classes (summarized in Table 1) is somehow arbitrary since
no observable parameter exists which would allow to strictly distinguish between them. They are
defined by the different topologies found in typical high energetic particle collisions as well as by
the detection acceptance of an appropriate experimental setup. A description of the mentioned event
types is given in the following sections.

Table 1: Overview on photon and electron virtualities and the related radiative processes in ep scattering.

|q2
e∗| |q2

γ∗ | type of process

≈ 0 ≈ 0 bremsstrahlung
≈ 0 > 0 radiative DIS
> 0 ≈ 0 QED Compton (“3rd peak” )

2.1.1 Bremsstrahlung

This type of radiative processes is by far dominated by the elastic channel and therefore insensitive
to the proton structure. This fact allows to use the process for the luminosity measurement. It is
described more detailed in connection with the luminosity determination in the H1 experiment, in the
next chapter, see Section 3.3.1.

7



2.1 Radiative electron-proton interactions 2 THE QED COMPTON PROCESS

2.1.2 QED Compton

Due to the smallness of the transferred momentum to the proton, q2γ∗ ≈ 0, the QED Compton process
involves a characteristic back-to-back topology, when viewed in the azimuthal plane into which the
electron and photon are scattered. This means their both transverse momenta are nearly of the same
amount but of opposite direction, such that the sum pt = |�pt,e + �pt,γ | approximately becomes zero,
s. Figure 2.2. Equivalently, the azimuthal angle difference Δϕ between these both particles is most
likely found at ≈180°, which corresponds to a signed acoplanarity

A = 180◦ − Δϕ (2.6)

peaking at a value of zero. The detailed acoplanarity calculation accounting for the sign is given in
appendix A.1.

Compton scattering is generally described in terms of the different elasticity regimes of the reac-
tion. The usual describing kinematic quantity is the invariant mass mX of the hadronic final state. In
the following an overview to the cross section formalism is given according to [9] in more detail.

Kinematic description

Compared to the usual describing variables of deep inelastic scattering the corresponding ones in
Compton scattering have to account for the final state photon as it largely changes the kinematic
situation. Using the extended four-momentum change qh = l − l′ − k, where l and l′ refer to the
incoming and outgoing electron and k refers to the scattered Compton photon, one defines:

Q2
h = −q2

h = −(l − l′ − k)2, xh =
Q2

h

2P · qh
, yh =

P · qh

P · l . (2.7)

Further, the mass of the hadronic final state is calculated as

m2
X = p2

X = m2
p + Q2

h

1 − xh

xh
. (2.8)

The subscript “h” stands for the term “hadronic” as these variables are valid at the hadronic vertex and
are thus of identical meaning as in the DIS case. This denotation will be used in the following to dis-
tinguish the variables from the corresponding leptonic variables discussed later on. In a measurement
the hadronic final state mass could be calculated according to

m2
X = (l − l′ − k + P )2 = s − 2 (l + P ) · (l′ + k) + (l′ + k)2. (2.9)

But because of s ≈ 2 (l · P ) a subtraction of large numbers occurs in this formula and introduces
large errors in the mass determination only from the momenta of the scattered electron and photon.

The presence of the photon in the process adds three further degrees of freedom, namely its en-
ergy, polar angle and its azimuthal angle with respect to the scattered electron. That means that the
acoplanarity becomes a relevant additional parameter to completely describe the scattering. This is
in contrast to the usual DIS process where the kinematics can be expressed in terms of the scattered
electron alone or, alternatively, using the hadronic final state. As a consequence further parameters
need to be introduced to describe the QED Compton differential cross section. The first one is the
Lorentz-invariant quantity

xγ =
l · qh

l · P =
W 2 + Q2

h − m2
e

s − m2
p − m2

e

� W 2 + Q2
h

s
, (2.10)
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2 THE QED COMPTON PROCESS 2.1 Radiative electron-proton interactions

Figure 2.2: Definition of the acoplanarity
A12in QED Compton scattering. The distri-
bution of the azimuthal angle difference of the
two particles (dots 1 and 2) scattered through
the SpaCal-xy-plane peaks at 180◦. The beam
directions of electrons and protons, perpendic-
ular to the xy-plane, are indicated on the right
side.

e

p

1

2

x

y

ϕ1

ϕ2
Δϕ′

A12

where W 2 is the squared invariant mass of the scattered electron and photon system, (l′ + k)2. The
second one is the solid angle element

dΩ∗ = du∗ dϕ∗ = d(cos θ∗) dϕ∗, (2.11)

where θ∗ and ϕ∗ are the orbital and azimuthal scattering angles in the center-of-mass frame of the
virtual Compton process γ∗e → γ e, s. Figure 2.1. With these considerations the fourfold differential
cross section can be written as

d4σep→eγX

dxh dxγ dQ2
h dΩ∗ = fT

γ∗/p(x, xγ , Q2
h)
[

dσ

dΩ∗

]T
+ fL

γ∗/p(x, xγ , Q2
h)
[

dσ

dΩ∗

]L
, (2.12)

using the subscript notation T and L for the transverse and longitudinal polarization of the virtual
photon at the hadronic vertex. The factorization formula Eq. 2.12 clearly depicts the merging between
the photon flux factor f and the virtual Compton process.

The virtual photon’s polarization at the leptonic vertex is accounted for in the expressions[
dσ

dΩ∗

]T
=

dσT

dΩ∗ + ε
dσL

dΩ∗ +
√

2ε(1 + ε)
dσTL

dΩ∗ cos ϕ∗ + ε
dσTT

dΩ∗ cos 2ϕ∗, (2.13)

[
dσ

dΩ∗

]L
=

dσT

dΩ∗ +
1 + ε

2ε
dσL

dΩ∗ +
√

2
1 + ε

ε

dσTL

dΩ∗ cos ϕ∗ +
dσTT

dΩ∗ cos 2ϕ∗. (2.14)

The lower subscripts T,L, TL, TT denote the transverse and longitudinal cross sections, as well as
the transverse-longitudinal and transverse-transverse interference cross sections of the virtual Comp-
ton scattering process. Furthermore, on the hadronic side the virtual photon spectra fT,L equal

fT,L
γ∗/p =

1 − xh

4π3xhxγ
gT,L(xh, xγ , Q2

h) σT,L
γ∗p , (2.15)

with the functions gT,L given by the expression

gL = gT − x2
γ

2x2
h

=
(1 − xγ

xh
)Q2

h − x2
γm2

p

Q2
h + 4x2

hm2
p

, (2.16)
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2.1 Radiative electron-proton interactions 2 THE QED COMPTON PROCESS

they also define the virtual photon polarization parameter ε = gL/gT . Finally, the different polariza-
tion cross sections dσ/dΩ∗ of Eqs. 2.13 and 2.14 are simple but longer functions of W and Q2

h , [9].

The above calculations do not involve any approximations in describing the cross section of the pro-
cess as represented by the Feynman graphs in Figure 2.1. They enter as the theoretical basis of the
COMPTON event generator used in this analysis.

The photo-absorption cross sections σT,L
γ∗p contained in the fluxes f of Eq. 2.15 depend on the basic

type of the interaction, whether it is an elastic, resonant-inelastic or continuum-inelastic ep process.
The different cases together with their γ∗p cross sections are discussed in the following paragraphs.

Elastic scattering

This case corresponds to an intact proton as the single particle in the hadronic final state, mX = mp.
Its momentum is nearly the same as before the interaction and so the movement continues only under a
small deflection angle from its original direction. In ep collisions this corresponds to a straight proton
trajectory nearly parallel within the beam pipe to the incoming proton direction, no other hadronic
particle is observed. But since a photon is produced in the final state, besides the electron and the
proton, this channel is also denoted as pseudo-elastic (the pure elastic process would have only e and
p in the final state). The photon-absorption cross section is calculated according to

σT
γ∗p =

4π2α

Q2
G2

M (Q2)
δ(1 − x)
1 − x

, (2.17)

σL
γ∗p =

16π2α m2
p

Q4
G2

E(Q2)
δ(1 − x)
1 − x

. (2.18)

These formulae are the common description for the elastic scattering using the proton’s elastic form
factors

GE(Q2) =
GM (Q2)

2.79
=

1

(1 + Q2

Q2
0
)2

with Q2
0 = 0.71 GeV2. (2.19)

Note that Bjorken-x in Eqs. 2.17 and 2.18, as implemented by the corresponding delta functions
δ(1 − x), does not enter the final cross section as a “varying” parameter. Instead, the notation re-
flects the situation that the virtual photon interacts with the proton as a whole but not with partonic
substructures, thus analytically only the value x = 1 contributes to the cross section integral.

Resonance-inelastic scattering

This kinematic regime of ep collisions is featured by excitation energies high enough to bring the
proton into the subsequent decaying resonant states Δ(1232), N∗(1520) and N∗(1680). Their final
states are Nπ and Nππ. The decay widths of these most pronounced resonances are of the order of
10% of their masses due to the very short lifetimes in their hadronic decays. The domain spans in
mX from roughly (mp +mπ) as production threshold for Δ(1232) up to ≈ 1.8 GeV corresponding to
the outer tails of the N∗(1680). An approximate description of the total cross section can be given as
a sum of Breit-Wigner shaped parameterisations of each resonance using experimental data of these
well investigated states:

σT =
∑
R

σR
m2

RΓ2
R

(m2
X − m2

R)2 + m2
RΓ2

R

· 1

(1 + Q2

Q2
R
)2

, σL = 0, (2.20)
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2 THE QED COMPTON PROCESS 2.2 Photon content of the proton

where mX is the final state mass, with the parameters mR (resonance masses [27]), ΓR (widths) and
Q2

R (constants, typical size ≈ 3 GeV2), and σR are the resonance cross sections as listed in [9], based
on [28] and [29]. They are 550, 280 and 220 μb for increasing mass of the above resonant states.

Continuum-inelastic scattering

With further increasing momentum transfer to the proton the inelastic continuum with a hadronic
mass of more than 1.8 GeV2 is reached where only a few resonances are present. Their peaking
is less pronounced so that they can be absorbed in the following structure description. The ratio of
elastic and inelastic cross section drops rapidly due to the very different Q2 dependence, Eq. 2.18. In
the inelastic case both virtual photon absorption cross sections can be related to the structure function
F2 as

σT =
4π2α

(1 − x)Q2
F2(x,Q2), (2.21)

σL =
4π2α

(1 − x)Q2

4x2m2
p

Q2
F2(x,Q2). (2.22)

On the other hand the structure functions must vanish in the limit Q2 → 0, such that the real-photon
production cross section is obtained,

σT � 100μb σL = 0. (2.23)

The question how to model the transition between the DIS regime and the photoproduction regime as
Q2 → 0 is usually answered by multiplying to F2 a damping factor of the form

φ(x,Q2) =
Q2

Q2 + F2(x,Q2)
. (2.24)

The actual structure function parameterisation used for this analysis will be discussed later in the
context of the Compton event generator, Section 4.1.1.

2.2 Photon content of the proton

The flux of quasi-real photon met in QED Compton scattering can be treated in a somewhat simplified
way. It is an usual method to consider a fast moving charged particle as an equivalent ray of photons,
the spectrum of which is given by the so called Weizsäcker-Williams approximation [12, 13]. This
approach is a widely used method of calculating charged particle scattering processes, and also ep
scattering. In this field the corresponding treatment is also called collinear approximation (CA) which
denotes its essential property, the neglect of transverse momenta of virtual photons originating from
the proton. This analogy to the parton model view on quarks and gluons, where the same assumption
about the transverse momenta is made, allows to understand photons also as partonic constituents of
the proton. This means the scattering process with a virtual photon is regarded as a probe on a part
of the proton structure which is quite different to the usual concept. The theoretical interest can be
summarized in the following points:

• firstly, the full description of the proton structure at current available c.m.s. energies;

• secondly, the comparison of different Q2 evolution behaviour of the distribution functions of
photons and gluons within the proton;
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2.2 Photon content of the proton 2 THE QED COMPTON PROCESS

• thirdly, for the understanding of photon induced processes in ep and pp collisions at high en-
ergy, for example those expected at the LHC. There the partonic photon distribution γ(x,Q2)
should become increasingly important, e.g. contributing to the production of heavy charged
particles as in the fusion process in pp → γγ → H+H− (see for example [14, 15] where
calculations show that other far more competitive processes exist, like Drell-Yan production).

From these points of view the QED Compton process has been mentioned in several publications to
be used as a sensitive tool for the measurement of the photon content of the proton [16]. A comparison
between Compton and usual deep inelastic scattering, as proposed in [10], is shown in Figure 2.3. The
virtual photon is regarded as a partonic object, the scattered real photon becomes part of the hadronic
final state in analogy to the production of a jet in DIS. The Compton hadronic final state might be the
proton or some inelastic remnant. The spot at the leptonic vertex in the Figure (right graph) denotes
the eγ → eγ subprocess of Figure 2.1, the photon content is probed by a virtual electron. Therefore,
in this picture, the Compton process is also referred to as Deep Inelastic Compton Scattering (DICS).
As a consequence the usual DIS kinematics has to be used, which is given by the leptonic variables

Q2
l = −q2

l = −(l − l′)2 xl =
Q2

l

2P · ql
yl =

P · ql

P · ll . (2.25)

Thus, within the collinear approximation it is assumed to be sufficient to describe the interaction with
two variables, xl and Q2

l , in contrast to the complete kinematics in Compton where the additional
Lorentz-invariant quantity xγ is used, Eq. 2.10. The identity xl = xγ holds due to the assumptions in
the collinear approximation, as used for example in [10].

DIS DICS

e

e

e′e′

Q2 = −q2

xγ

pp

γ

X
X

Jet

Figure 2.3: Analogy between standard deep inelastic scattering (left graph) and QED Compton scattering
(right graph). While in the DIS case the virtual photon probes the partonic structure of the proton, it can
be regarded in Compton itself as a partonic object; the idea (and drawing) based on a publication of De Ru-
jula/Vogelsang [10].

Whereas the distinction between the elastic and inelastic channel in DIS clearly separates two
rather different physical appearances, it is in DICS considered to be artificial as the real photon is al-
ways present. As pointed out in [37] the xl plays (again) the role of the momentum fraction carried by
the partonic photon of the proton momentum in which the photon is observed. This means, in a frame
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2 THE QED COMPTON PROCESS 2.2 Photon content of the proton

of high proton momenta – and only there – the photon four-vector components are approximately
given by

−qh � xlP, (2.26)

where P is, as usual, the proton four-momentum vector. But this relation does not hold for the squared
photon momentum: Q2

h �= x2
l m

2
p. This difference between collinear approximation and the precise

calculation can also be seen according to the following analytic consideration: The squared invariant
mass of the Compton electron and photon can be written in the CA as

W 2 = ŝ = (p + l)2 with p = xlP

= x2
γm2

p + m2
e + 2xγP · l

� x2
γm2

p + xγ(s − m2
p)

� xγs, since s 	 m2
p. (2.27)

In contrast to that, the exact calculation according to Eq. 2.10 yields

xexact
γ =

W 2 + Q2
h

s
. (2.28)

This means that xγ , as defined in the CA, comes closer to the true value only for very small hadronic
momentum transfers Q2

h. These correspond in most of the cases to elastic events, while the inelastic
channel is represented by Q2

h = O(a few GeV2) which is nearly the same order of magnitude as the
range of the invariant mass W2.

In analogy to deep inelastic scattering in DICS a photon density γ(xl, Q2
l ) can be defined which

represents the probability to find a photon inside the proton. For the calculation of the double differ-
ential cross section one can write down the following convolution [16]:

d2σ

dxldQ2
l

(xl, Q
2
l ) =

∫ 1

0

dz

z
γ(z,Q2

l )
d2σ̂(eγ → eγ)
d(xl/z)dQ2

l

(2.29)

using
d2σ̂(eγ → eγ)
d(xl/z)dQ2

l

=
2πα2

em

ŝ

1 + (1 − yl)2

1 − yl
δ(1 − xl/z). (2.30)

As these expressions depend only on two kinematic variables they represent the collinear approxima-
tion in DICS. In this form one can regard the corresponding cross section as a measure for the photon
distribution as a partonic density within the proton.

Elastic and inelastic description

For a theoretical description of the photon density in collinear approximation the elastic and inelastic
ep channels have to be considered. The elastic part of the γ-function can be calculated as [18, 10]:

γel(xl) =
α

πxl

∫ Q2
h,2

Q2
h,1

dQ2
h

Q2
h

[(
1 − xl −

x2
l m

2
p

Q2
h

)
G2

E(Q2
h) + τG2

M (Q2
h)

1 + τ
+

x2
l

2
G2

M (Q2
h)

]
. (2.31)
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2.2 Photon content of the proton 2 THE QED COMPTON PROCESS

Here the proton electric and magnetic form factors GE,M are used and τ = Q2
h/4m2

p (Eq. 2.19).
The integration limits are analytic functions of s, xl and mp (see [10]). They can be simplified via
small-mp expansion in writing

Q2
h,1 � Q2

h,min =
x2

l m
2
p

1 − xl
and Q2

h,2 � Q2
h,max = s(1 − xl). (2.32)

As a result in the elastic case the density function γ(xl, Q
2
l ) does not depend on Q2

l . The inelastic
part γinel requires the incorporation of the usual proton structure functions as shown by Blümlein et
al. [16]:

γinel(xl, Q
2
l ) =

α

2π

∫ 1

xl

dz

∫ Q2
l

Q2
h,min

dQ2
h

Q2
h

z

xl

(
1 + (1 − z)2

z2
F2(xl/z,Q2

h) − FL(xl/z,Q2
h)

)
. (2.33)

The structure functions have to be defined in a way that they vanish with Q2
h → 0. For the resonance

region the corresponding parameterisations for the virtual photon cross sections are inserted to obtain
the structure functions and thus a definition for γinel.

Evolution ansatz

A slightly different approach in building up the photon density was attempted in [10]: Instead of
introducing the structure functions directly, as in Eq. 2.33, the function γinel can also be expressed
directly in terms of an evolution equation in analogy to the Q2-evolution of quark and gluon distribu-
tion functions in perturbative QCD. According to [10] this is justified by the possibility to factorize
the QED Compton process, as for instance in Drell-Yan scattering, production of high-pt photons or
jets in hadronic collisions. This allows to define a ’QED evolution’-equation for the photon density
in the proton, written as:

dγ(xl, Q
2)

d ln Q2
=

αem

2π

∫ 1

xl

dy

y

∑
q

e2
q PAq

(
xl

y

)
[q(y,Q2) + q̄(y,Q2)], (2.34)

where the sum runs over all quark-types q, q̄ and their momentum distribution functions q(x,Q2),
while eq denotes the corresponding quark electric charge. (Note that for the momentum distributions
the scale is that of Q2

h while for the evolution it plays no role, since for the result the leptonic notation
Q2

l becomes valid.) A splitting function PAq is introduced which represents the probability to find a
photon in a quark parton,

PAq(z) =
1 + (1 − z)2

z
. (2.35)

The corresponding Feynman graphs are shown in Figures 2.4 and 2.5. The latter shows the usual
splitting processes Pgq and Pgg for the gluon density g(x,Q2) of the DGLAP-formalism, describing
the scale evolution of the gluon:

dg(x,Q2)
d lnQ2

=
αs

2π

∫ 1

x

dy

y

[∑
q

4
3

Pgq

(
x

y

)
[q(y,Q2) + q̄(y,Q2)] + Pgg

(
x

y

)
g(y,Q2)

]
(2.36)

The QED evolution is performed under the assumption γ = γel + γinel and starts at a scale Q2
0 =

0.25 GeV2 using a set of parton distributions according to Glück, Reya, Vogt [11]. The result of the
photon evolution is displayed and compared to the gluon evolution as xγ/αem in Figure 2.6 for several
bins in xl versus increasing Q2

l . The graphs show a very different behaviour of the corresponding
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γ

q

q

Figure 2.4: A quark radiates off a photon, the ’QED splitting’ process as assumed in [10] contributing in the
photon (γ) evolution.

g g

g

g

q

q

Figure 2.5: The QCD splitting processes contributing to the gluon (g) evolution. Left: quark→gluon (P gq),
right: gluon→gluon (Pgg).

density functions. This is expected as a consequence of the fundamentally different interactions:
non-Abelian QCD involves gluonic self-interaction, while in QED such a type of interaction does not
exist. The different evolution equations 2.34 and 2.36 are in accord with this expectation.

By a direct integration [37] of the elastic and inelastic γ functions, once in the CA based calcula-
tions of [10] and once in the ALLM-97 parameterisation used in the COMPTON Monte Carlo (also
used in this analysis, s. 4.1.1), it could be shown that the elastic part γel is in very good agreement in
both cases. Also the inelastic part γinel differs only by the order of 4% when comparing both frame-
works. But on the other hand it was ascertained that the corresponding cross sections, derived in both
cases for the same topological and kinematic event selection criteria, were different in the inelastic
case by up to �25% in individual bins. The elastic cross sections still were found in agreement.

The effect of the different structure functions parameterisations as given by GRV-98 and ALLM-
97, and also of the varying evolution starting scale values Q2

0 could be used to conclude that they have
only small impacts on the cross sections. Thus, it was reasoned that the collinear approximation does
not describe the kinematics in the process with sufficient precision. As an instructive indicator the
distributions for Bjorken-xl and xγ are shown for the total and for the three sub-selections (elastic,
resonant-inelastic and continuum-inelastic, respectively) of the used MC event selection in Figure 2.7.
In fact, it can be realized that xMC

γ , i.e. the exact generated value, is not matched very well in the
inelastic channel by the CA assumption that xl should equal xγ : both distributions in log x are clearly
shifted w.r.t. each other. The resonant-inelastic distribution shows a small shift as well, while the
elastic distribution appears virtually identical for both x.

Further, by applying additional kinematic cuts in order to select some more appropriate part of
the phase space, no better agreement between both variables could be achieved. Also it could not be
ruled out that corresponding cuts do exist. Therefore, the conclusion was drawn that the measurement
of the leptonic double differential cross section in QED Compton events was not adequate to allow a
determination of γ(x,Q2) out of it.

15



2.3 Objectives and outline of the analysis 2 THE QED COMPTON PROCESS

Figure 2.6: Comparison of the expected Q2 evolution of the gluon density (dashed line) and the photon density
(full line), in bins of xl versus Q2. Both functions have been normalized as to coincide at the lowest Q 2 value.
Calculation and diagrams from [10].

2.3 Objectives and outline of the analysis

As discussed above a measurement of the leptonic cross section corresponds to the QED Compton
process measured as DICS (Deep inelastic Compton scattering), see again Figure 2.3. But as shown
in [37] the interpretation of such a measurement in terms of the photon density seems, up to now, not
reliable enough. As explained this observation is due to a problematic behaviour of the Monte Carlo
numerical cross section integrations.

On the other hand a measurement still can be carried out until new progress about these issues
has been made. As a first step towards the QED Compton cross section such a measurement also
requires to figure out the individual identity of two electromagnetic particles found in a Compton
scattering event. This allows to access the kinematics described in leptonic variables. Furthermore,
such a procedure offers the possibility to get insight into and control about systematic error sources,
as well as a better understanding and suppression of background sources. Then it becomes possible
as well to perform a test about the correct description of the Monte Carlo on the total cross section.

These aspects are valuable requirements for a F2 measurement at very low Q2 using QED Comp-
ton. The kinematic plane given in Figure 2.8 localizes, in hadronic kinematic variables (xh, Q2

h), the
inelastic part of the Compton process.

For such a purpose the hadronic final state in QED Compton would have to be measured, partially
in the very forward region at very low y. This poses a demanding task due to the low acceptances
in this part of the detector with a solid angle coverage of near to 4π, but with limitations due to the
beam pipe holes. The phase space region between high c.m.s. (HERA) and fixed target experiments
can, thus, be completed with additional data. A first step towards this aim has been performed in [38]
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Figure 2.7: Comparison between xMC
l and xMC

γ in the collinear approximation as given by a Monte Carlo
event selection in COMPTON. The diagrams display the exact xMC

γ value as calculated by the generator. Left
top: total event selection. Right top: elastic selection only. Left lower: resonant-inelastic only. Right lower:
continuum inelastic only.

connecting these regimes, with one of them so far unmeasured at HERA.
To summarize, besides the identification of the electromagnetic final state (electron and photon)

in order to obtain the leptonic cross section, a special interest lies on the inelastic contribution to the
total leptonic cross section. Thus, it will be an additional aspect to distinguish between elastic and
inelastic contributions.

The following chapters will discuss the experimental setup and some of its essential features for
the cross section measurement, as well as the selection of the Compton events from the bulk 1997
data set, some control data samples, the Monte Carlo for the Compton signal and backgrounds. In
chapter 5 the required particle identification strategy together with the involved critical experimental
preconditions will be discussed. The aim of this part is to determine the event kinematics as precise
as possible. This point is related also to the calibration chapter which treats a variety of corrections
to geometrical and energetic quantities, taking partly advantage of the particle identification from
the chapter before. Afterwards the cross section measurement in connection with the influence of
systematic errors is presented in the last chapter. The results are discussed and summarized finally.
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Figure 2.8: The coverage of the kinematic plane Q2
h versus xh in HERA ep scattering and fixed target ex-

periments. The transition between these two kinematic ranges is given by a straight line of constant y around
0.004. A set of inelastic Compton Monte Carlo events are shown as distribution of dots (“+”). The lower left
border of this distribution represents a lower limit of constant hadronic final state mass m X of about 1.8 GeV.

18



3 EXPERIMENTAL SETUP

3 Experimental Setup

H1 is one of the four big experiments being performed at the Hamburg electron proton storage ring
HERA. Together with the ZEUS experiment it was commissioned for the year 1992 when the first
data from ep collisions were recorded. The HERMES experiment was ready for data taking in 1995
and the planned measurements on proton spin physics. HERA-B followed as the fourth experiment
completing their installations in 2000. All experiments are dedicated to the measurement of the
structure of the proton, the simplest atomic nucleus and the most abundant hadronic system, focussing
on slightly different aspects. While ZEUS and H1 are similar types of experiments constructed for
the detection of interactions in colliding electron and proton beams, the HERMES experiment makes
use of a quasi-fixed and polarized target of hydrogen atoms to study the spin dependent structure
properties. This is achieved by utilizing the polarization of the electron beam. HERA-B is dedicated
to the measurement of CP-violation in B-meson decay (B0 →J/ψ K0

s) occurring in the final state of
proton-nucleus collisions; the experiment uses a movable set of wires each of them representing a
fixed target near the proton beam.

The following sections describe the main functional principles of the particle acceleration, of the
storage ring and of the components of the H1 experiment with a dedicated view on those parts which
are essential for this analysis.

3.1 HERA

A schematic overview of the storage ring HERA (“Hadron Elektron Ringanlage”) is shown in Fig-
ure 3.1. Both e and p beams are produced in small linear accelerators with energies of 500 and
50 MeV, respectively. The proton beam starts as a H− beam in this first stage and is converted, by
stripping the ions while traversing a special foil filter, into a beam of bare protons. As next, electrons
and protons are injected to the accelerator rings DESY II/III with final energies around 7 GeV and
start into the pre-final stage of the PETRA accelerator ring. In this phase the overall bunch structure
is already established. In total there are 210 particle bunches of both, electrons and protons, in the
HERA storage ring, each bunch separated to the next by � 30 m. The injection energy from PETRA
to HERA is 12 GeV for electrons (positrons) and 40 GeV for protons. Protons bunches circulate
clockwise (seen from above) and electrons in the opposite direction. Some fraction of the bunches is
not filled and those without colliding bunch as a counterpart, called pilot-bunches, are used for back-
ground measurements as interaction in these bunches can only originate by collisions with residual
gas in the beam pipe. The acceleration to the final HERA beam energies of 820/27.6 GeV (1997) is
achieved by superconducting RF-cavities working at 52 and 500 MHz, respectively. For the protons
beam bending is achieved by superconducting magnets producing the necessary fields of 4.7 T. Due
to the large mass difference to protons, electrons radiate off about 127 MeV per HERA turn requir-
ing a much higher total accelerating RF-power than protons. The HERA bunch clock of 10.4 MHz
corresponds to a bunch separation of 96 ns.

The bunches of the beams have typical widths of σz � 10 cm and they are brought into collision
only at the center of the respective experiments by a corresponding winding arrangement of both
beam pipes, Figure 3.2. Due to the acceleration scheme the e beam bunches are accompanied by
so called satellite bunches with a distance (in z) of about one wavelength of the radio frequency
(� 60 cm). They appear shifted by this distance from the nominal interaction regions and produce
additional contributions to the continuously recorded luminosity; this means their impact has to be
accounted for (see also Section 3.3.1).
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Figure 3.1: Schematic plan view of the electron proton storage ring HERA. The straight segments around the
four interaction zones are 360 m long, the curvature radius of the arcs measures 780 m. The left lower part
shows the pre-accelerators together with the PETRA ring.

The accelerator system can be adjusted in order to allow a positional shift in z of the electron
bunches by one wavelength of the cavity frequency. In this way the nominal interaction point is
shifted by this length along the beam line. This technique is called “shifted vertex” and opens the
possibility to access an extended kinematic region in ep scattering. Much smaller electron deflection
angles can be detected then without modifying the detector with respect to geometrical acceptance.

3.2 The H1 detector

The H1-detector is installed in the northern experimental hall of the HERA beam line ring about
20 m below ground level. The detection systems, also shortly denoted as subdetectors, are distributed
over three main areas, namely the central components around the interaction point in the hall itself,
the proton and proton-remnant detectors in the tunnel part of the outgoing proton beam, and the
electron/photon detection devices placed in opposite part of the tunnel (towards HERMES). The sub-
sequent detector descriptions refer to the setup in the data taking period of the year 1997. Before and
since then modifications and upgrades have taken place continuously in order to take advantage of
increased detector understanding, to gain performance and to extend the accessible kinematic range.
Further detailed technical information about the detector layout can be found in [31].
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Figure 3.2: Schematic and simplified 3D-model of the +z-tunnel area (“northwest”), [33]. Illustrated are the
positions of the scintillating counter stations of the FTS system (black). Also the gradually decreasing distance
and twisting between the proton- and electron-beampipe as they merge towards the interaction region is shown.

3.2.1 Layout and coordinate system

The principal structure of the central component is conceived as to meet the main determining kine-
matic property of ep interactions at HERA, namely the high boost of the center of mass along the
proton direction with γc.o.m. = 2.86 corresponding to βc.o.m. = 0.93. As a consequence most of the
hadronic final state is collimated along the proton direction i.e. to the +z-direction synonymously
called the “forward” direction. Therefore, the main calorimeter and the forward tracking system are
highly segmented and oriented as to allow an optimized detection of the (hadronic) final state. The
common H1 coordinate system is oriented with the z-axis identical to the cylindric axis of the central
tracking chambers, the x-axis points parallel to the hall floor and towards the center of the HERA
ring, while the y-axis points vertically upwards from the hall floor. The origin is located in the center
of the central tracking chambers. The following sections describe important technical properties of
the components of the main apparatus of which an overview is shown in Figure 3.3.

3.2.2 Calorimetry

The calorimetric system in the H1-detector comprises as most important one the Liquid Argon Ca-
lorimeter (LAr) enclosing the forward and central tracking detector system (FTD and CTD), while
the Spaghetti Calorimeter (SpaCal) covers the backward side. This detector part is basically defined
by the opening left over by the shape of the LAr cryostat to allow insertion, supply and maintenance
of the central tracking devices. A few thousand lines of high voltage cables for the sense wires, low
voltage cables for preamplifier cards, signal and cooling and gas pipes are fixed to the inner cryostat
wall. These lines and pipes are lead through to the outside at z ≈ –2.5 m where the cryostat ends
and where a variety of connector types establish connections to a multitude of 30 m long cables.
They provide the transmission of raw or (by zero-suppression) preprocessed detector signals to the
three-floor trailer bearing all readout electronics. This trailer rests next to the main detector and is
mechanically connected to the main calorimeter support structure which is the lower part of the iron
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Figure 3.3: A view into the H1 detector with its most important components. Electrons (or positrons) enter
from the left lower side, protons from the upper right side.
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3 EXPERIMENTAL SETUP 3.2 The H1 detector

yoke (see below). Both parts are movable on rails mounted on the ground floor of the experimental
hall.

The two main calorimeters are equipped with an inner (w.r.t. the interaction point) electromagnetic
and an outer hadronic absorber section. Two smaller sized calorimeters are placed in the near beam
areas, namely the PLUG in the very forward region and another one in the very backward region
(BPLUG).

Liquid Argon Calorimeter

The main calorimeter constitutes the central and forward part of the detector. Its absorbers are con-
tained in a big stainless steel, pot-shaped vessel filled with 53 m3 of liquid argon (“LAr”). The inner
walls (see Figure 3.3) are made of aluminum alloy for minimization of passive material that could
cause pre-shower effects and degradation of energy resolution. Calorimetry is achieved by using
stacks of steel plates within the outer part of the vessel for detection of hadronic particles. A stack of
G10-lead-G10 plates is used for the detection of electromagnetic particles (G10 is a mixture of epoxy
and glass fibre). Eight stacks consisting of an inner e.m. and an outer hadronic part form a wheel that
is placed concentrically around the beam axis. In total seven wheel structures make up the complete
calorimeter. The orientation of the absorber plates in the different wheels was set to be either parallel
(in the central detector part) or perpendicular (in the forward and very forward parts) to the beam axis
in order to have jets or rays of particles from the interaction point traversing the absorber plates at a
steepest possible angle. In the backward part there is an additional e.m. absorber stack (BBE) with
a vertical orientation closing the gap in polar angle between the main LAr system and the backward
calorimeter (see this Section). The signal detection is realized in between the layers of each stack.
These layers are segmented in Cu-pads to form cell areas which collect the charge from a shower of
secondary particles generated in the absorber plates.

Backward Calorimeter

This calorimeter was designed for a precise measurement of the energy and position of the scattered
electron in ep interactions. Like the LAr it is made of two sections, an electromagnetic and a hadronic
one. The electromagnetic part consists of 1192 cells each viewed by an own photomultiplier-tube,
their size is 4.05 x 4.05 x 25 cm3. The hadronic part is made of 15x15x25 cm3 sized cells, i.e.
of greater front face area than the e.m. part to accommodate for the larger transverse extension of
hadronic particle showers. The detection principle is similar for both sections: layers of 0.8 mm thin
lead sheets are stacked on top of each other to form a two-cell unit. Each sheet has a multi-groove
profile to carry about 100 scintillating fibres. The corresponding lead-to-fibre ratio gives a Molière
radius for electromagnetic particle showers of 2.5 cm. The cell size was designed accordingly. With
a radiation length of 0.9 cm a longitudinal shower development is contained completely in one cell.
This cannot be achieved for hadronic measurements since the hadronic part of the calorimeter contains
only one nuclear interaction length (together with the e.m. section the value increases to ≈ 2λ) due
to the limited available space for the complete calorimeter. Due its fibre based construction principle
it is called the Spaghetti Calorimeter (SpaCal).

Each geometrical cell is represented by a bundle of fibres which collect the scintillation light of
secondary particles produced in a shower, the light being focussed onto to one PM tube and thus con-
verted in an electric pulse signal. The so called Inclusive Electron Trigger (IET) represents a specific
mechanism to detect electromagnetic energy depositions by combining the signals from neighbouring
cells. As the energy of one particle can either be spread over a few cells or be concentrated almost in
one cell only, it would not be adequate to set detection thresholds on single cells – instead it would
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cause the detection efficiency to largely depend on a particle’s impact point across one cell front sur-
face and also on the impact angle. Therefore, the principle of gliding sums was applied to achieve an
uniform calorimetry. It is realized by adding the analog signals of neighbouring 2x2 cell groups to
one pre-sum signal. The signals of four of such 2x2 units are added to one IET cluster sum. This sum
is subject to three adjustable trigger levels; a typical set is 2, 6 and 12 GeV. If one of these thresholds
is exceeded, a corresponding IET-cluster bit (numbered 0, 1 or 2) is set to indicate an energy depo-
sition. The central property of this trigger is that neighbouring IET cluster bits are formed with an
overlap of two 2x2 cell units in each direction, that is x and y, of the calorimeter surface to the next
cluster bit. In this manner a highly efficient trigger for particle detection and energy measurement is
realized. Further details of the IET trigger specific to this analysis are discussed in Section 6.3.1.

Shielding
Tantalum

Veto Layer

6.5 cm

5.7 cm

4.05 cm

16.2 cm

Figure 3.4: Technical drawing of the SpaCal surface, viewed in xy coordinates (radii in mm on the lower
left). Squares correspond to separate e.m. cells. The drawing on the right shows the inner most cells near the
beampipe (insert with veto layer cells).

Main Magnet/Tail Catcher/Muon System

A solenoid magnet surrounds the LAr calorimeter with its cylindric axis parallel to the beam. The
magnet on the other hand is enclosed in an octagonal iron yoke with flat end caps. The yoke serves
the homogenisation of the magnetic flux within the solenoid volume.

The construction principle with the spectrometer magnet outside the main calorimeter differs from
other detectors which have their magnets between the hadronic and e.m. absorbers (like the LEP ex-
periments ALEPH and DELPHI) or even inside the e.m. part (ZEUS). It improves the energy reso-
lution of the main calorimeter due to a reduced amount of passive material between the interaction
point and the absorber plates. In H1, the four superconducting coils of the solenoid have a total length
of ≈ 22.5 km and are mounted in a separate cryostat cooled with liquid helium. The magnet gener-
ates a nearly homogeneous field of 1.15 T (maximum deviations are ± 4.5%), this corresponds to an
integrated bending power of 8.32 Tm.
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3 EXPERIMENTAL SETUP 3.2 The H1 detector

The iron yoke is constructed in such a way as to allow two additional purposes besides shaping
of the magnetic field. A part of the hadronic final state can leak through the LAr calorimeter and
the solenoid cryostat. To reconstruct the energy flow involved in a collision event limited streamer
tubes are placed in the layers between the iron plates. Furthermore, they serve for the reconstruction
of tracks and thus provide additional information about the event topology. Especially muons, either
from the event or produced by atmospheric cosmic particle showers, are detected by this system.
Additional plate electrodes are installed to complete the energy measurement. This functionality
defines the tail catcher (TC) system.

3.2.3 Tracking

The central tracking device consists of a set of six independent drift and proportional chamber vol-
umes, constructed as concentric cylinders. The separated volumes are necessary because each cham-
ber is supplied with its own gas mixture to fulfil each chamber’s specific requirements in terms of gas
composition and amplification as well as electrical stability. Figure 3.5 displays a radial view of the
complete setup.

Jet Chambers

The two largest chamber volumes are the central jet chambers, named CJC1 (inner) and CJC2 (outer).
Both are equipped with 30 and 60 drift cells, respectively. Each cell is oriented radially but tilted by
an angle of 30° (Lorentz-angle) in azimuth with respect to straight tracks coming from the vertex. The
value of this tilt angle has been chosen in order to achieve an optimum spatial hit resolution for straight
tracks that are traversing the central tracking detector. It depends on the strength of the magnetic
field permeating the tracking volume and the drift velocity of ionization electrons since the latter are
deflected by the Lorentz force of the magnetic field. For this reason both magnetic field (solenoid
current) and gas composition have to be kept constant in time. Additionally the reconstruction of
tracks is simplified, since hit-ambiguities are resolved by sorting out those track-element orientations
which do not point to the vertex or for which no connection between the two jet-chambers can be
made to form a continuous track.

The drift volumes are defined by two outer cathode planes and by a sense wire plane in the middle
of both cathode planes. These planes as well as the radially inner and outer cell boundaries are realized
as parallel arrays of gold coated tungsten wires. In total there are four different types of wires: cathode
and field wires to form the surrounding boundaries of a cell, as well as potential and sense wires being
connected to ground and positive high voltage, respectively. The voltages, especially those between
cathode and sense wires, are chosen according to their distances to achieve a drift field as uniform
as possible and thus constant drift velocities over the cell volume. The hit resolution in the (r, ϕ)-
plane has been determined to be 0.17 mm. The determination of the hit z-coordinate is achieved by
measuring the difference of the signal pulse height between both end points of a sense wire. This
method, also called “charge division”, offers a z-position resolution of 2 cm.

The chamber concept is based on the central tracking chamber of the JADE experiment which has
been performed at the former PETRA collider [42].

z-Chambers

The inner and outer central z-chambers (CIZ and COZ) allow to increase the precision of the z-
position measurement of tracks in the central part of the detector. For these chambers the drift paths
are parallel to the beam axis which requires the sense wires to be oriented perpendicularly to it. The
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Figure 3.5: Radial view of the H1 central tracking chambers (full diameter about 1.6 m), seen in the direction
of the electron beam. Each dot in the jet chambers represents a single wire (shown are the anodes and a part of
the field wires). The radial position of the silicon tracking devices is indicated by the two inner circles next to
the beam pipe circle.

segmentation in azimuth is a 16-fold (CIZ) and a 24-fold (COZ) polygonal cell array. A CIZ cell is
dimensioned in (z, rϕ, r) as 12x7.5x2 cm3. Each cell contains four sense wires for the measurement
of drift times in z. The wire array follows a special setup: they are not parallel between the cell’s
two cathode-walls in z-direction. The sense wire plane is tilted by 45°, inclined roughly towards the
interaction point and thus opposite for z > 0 and z < 0. This design avoids hit ambiguities and the
effect of a too strong varying, and θ-dependent spatial resolution. The latter was determined to be
0.3 mm [43].

Proportional Chambers

Several proportional tracking chambers have been implemented in the forward, central and (in the
beginning of the experiment) backward part of the H1 detector. The forward tracking detector (FTD)
is a compact array of drift and proportional chambers in order to measure particle tracks in the forward
direction on the +z-side of the central tracking devices. They allow to gain information about part
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Figure 3.6: The pad sensor structure of the Central Inner Proportional Chamber (CIP) and part of the outer
chamber. The position of the wire supports is indicated at one third from the +z-end of the chamber. Corre-
sponding wire supports are mounted at the lower third on the −z-side.

of the hadronic final state (“jet”) in an ep interaction and also to support the reconstruction of the
interaction point.

Important for this work is the inner one of the two central multiwire proportional chambers CIP
and COP. Both are sketched in Figure 3.5 and Figure 3.6, showing their radial positions within the
CTD and their pad structure, respectively. In case of the CIP the layout of the pads, used for the
electronic readout of track signals, is a 60-fold segmentation in z in each of eight ϕ-sectors per layer.
This ratio between longitudinal and azimuthal segmentation creates a striped shape of the pads. As
the chamber is made up of two layers the pad stripes in the inner and outer layer are aligned in z,
but they are shifted by 45°/2 w.r.t. each other. The anode wires, 480 per layer, reach from one end of
a chamber to the other. In order to avoid mechanical instabilities of the wires two supporting rings,
made of glass fibre epoxy, were attached at the first and second third division along z to fix the wires at
these positions. Many detailed constructional and electronic characteristics are described in [31, 54].

Backward Drift Chamber

In 1995 the original main backward devices, namely the Backward Proportional Chamber (BPC)
and the Backward Electromagnetic Calorimeter (BEMC), had been replaced by new components in
order to achieve an improved resolution in both polar angle (via tracking) and energy measurement
(via calorimetry) of the scattered beam electrons. The new tracking chamber BDC (Figure 3.7) is
positioned between the central tracker barrel and the new calorimeter SpaCal. The BDC is made of
eight layers in z grouped in four double layer modules. The active area of the drift cells ranges in
r from 6 to 71 cm (measured in a cell’s middle), contained in independent segments each covering
an angle π

4 in azimuth. A double layer is made of two wire planes which are radially shifted against
each other by half a wire-to-wire distance in order to resolve the usual mirror hit ambiguities found
in single drift chamber planes. The drift direction is radial to achieve an optimum resolution for the
polar angle measurement. The wire-cathode distances are 0.5 cm for the inner cells and 1.5 cm for
the outer cells. A transition between the inner cells and the outer cells is located at the chamber
radius range of about 21 to 25 cm. For this position a special transition cell was designed with an
asymmetric drift space in r. This allowed a smooth coverage of the whole backward plane, but it also
introduced technical difficulties in terms of HV-operation and track reconstruction in this part of the
detector.

The four double layers are staggered in azimuth in steps of 11.25° which allows a measurement of
the ϕ-component of a hit, while the radial component is determined using the measured drift time. The
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Figure 3.7: Left: side view of one Backward-Drift-Chamber double layer module (of four in total) with
wire distances to the beam axis in mm. Right: cutout 3D-view of the chamber with its double layer modules
staggered along z by π/16 (=11.25°) steps in ϕ.

uncertainty in azimuth corresponding to the module-sector extension of 45° is resolved by forming
tracks of hits from different double layers. In fact, the drift time information gives back only the
position of a straight line parallel to the sense wires or a secant with respect to the chamber’s discoidal
shape. This means that the true hit or track segment position in r and ϕ needs to be calculated by
intersecting those “hit lines” in a projection along z through the ϕ-stepping of different layers. After
having expanded all hits and mirror-hits into one global hit bank, the reconstruction program produces
from these data the space points of the corresponding particle trajectory. Further related details on
track reconstruction algorithms are described in Section 5.2.1.

Silicon Tracking Detectors

For improved track and vertex reconstruction as well as extension of the kinematic range silicon pad
based tracking detectors were added to the experiment near to the beam pipe. These are the central
silicon tracker (CST) and the backward silicon tracker (BST), respectively. The BST is made of
silicon pads suited for angle measurement in polar and azimuthal coordinates. The segmentation type
is given by 16 pads in azimuth, this structure is repeated four times along z with layers located in a
distance between 73 cm and 95 cm backwards of the center of the interaction region. The tracking
algorithm of this subdetector will be discussed in detail in Section 5.2.4.
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Figure 3.8: The backward silicon tracker BST, sensors (left) and repeater support (right). For tracking the
silicon pads are faced towards the interaction region to the left. Only a part of the sensors is displayed. (Picture
by [34].)

3.2.4 Time-of-flight system

Several arrays of scintillators and hodoscopes are positioned within and outside the central part of
the experiment to identify potential background signatures in a collision event. Interactions between
beam and residual gas molecules in the beampipe or between beam particles and the wall of the
beampipe (or other structures there in, like collimators against synchrotron radiation) upstream the
proton beam can generate particle tracks and energy depositions in the central detector which do not
have their origin in the nominal vertex region. Therefore, the time-of-flight system (ToF) serves as
an indicator for a proper event timing and allows to distinguish efficiently between background and
regular ep interactions. Corresponding signals are logically combined with most of the event trigger
elements to achieve this.

3.3 Triggersystem and data acquisition

The H1 trigger system [35] is made of a multi-level decision scheme in order to identify and recognize
reliably a multitude of different event types and topologies. Subdetector signals from the experiment
are collected by their respective subsystem control units under synchronisation to the HERA bunch
clock indicating the proper arrival time of a electron and proton bunch, and thus of a collision event
as well, each 96 ns corresponding to the bunch clock of 10.4 MHz. The coordination principle
is displayed in Figure 3.9. Within the first trigger stage (“level-1” or L1) signals from sense-wires,
calorimeter-cells, etc. are allowed to enter a digital or/and analog branch to be stored for signal pattern
recognition or for signal shaping. Digital information, like for example “signal > threshold” can
be stored in an electronic shift register, one per physical signal channel, which is synchronously
clocked to the bunch arrival times. This pipeline scheme is identical for all readout components and
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it provides a virtually deadtime free first trigger level because the signal information can be kept for
some time period for further evaluation. Only if the trigger-logic has received a specific and valid
signal combination from one or more subdetectors, a common L1KEEP-signal is generated which
immediately stops the clocking of all pipeline registers for readout and subsequent further analysis on
higher trigger levels for more complex signal evaluation.

The second trigger stage (“level-2” or L2) aims on detecting topological properties of an event, as
for example the simultaneous presence of a track together with a calorimetric energy deposition both
pointing into a similar direction of the detector could indicate the transit of a charged particle of a
certain energy. In this way it is possible to collect events for physics analyses based on such specific
informations. In addition level-2 owns a Neural Network based branch for signal evaluation. The
third trigger stage (L3) performs no direct decision on whether some event is taken or not, in contrast
to the fourth stage (L4) where more precise event information is gained, after an almost complete
event reconstruction, and used for the final trigger decision.

The event rates measured at the respective stages decrease considerably towards the final event de-
cision. The biggest reduction is achieved on the first level where a high background rate (� 100 kHz)
has to be suppressed. The L1 output rate is of the order of 100-200 Hz and it is further reduced until
a typical L4 input rate of about 50 Hz is reached. Finally, properly classified events are written to
tape/disk storage devices at a rate of 5 to 10 Hz. The typical overall dead time is about ≤ 10%.

The stream of accepted event data is divided into portions called runs, each of which a number (the
“run number”) is assigned to, which is unique for all years of H1 data taking. Each run corresponds
to a real data taking period of a few minutes up to two hours at maximum. The upper limitation is
necessary to accommodate trigger settings to the changing beam and background conditions during
one beam fill. Especially trigger prescale factors, which are applied to keep the computing load to the
L4 trigger stage below a certain limit, have to be lowered as the corresponding event rates fall down
proportional to the beam currents. The electron (or positron) beam quality and the beam current
strength define the duration of most of the beam fills. Typically, one luminosity period lasts for about
ten hours.

A few hours after their recording and transmission to the DESY computer center, the collected
run data sets are input to the last full reconstruction stage from which a reduced set of data banks,
relevant for all analyses, is written into a second data stream. The data banks of this stream contain,
among many other information, lists of tracks and cluster energies. All these data structures (called
“DST”-files) are the most important basis for typical analyses like the present one. In the data taking
of the year 1997 a set of about 38.4·103 events were processed into this data format. The data of the
second cycle of re-processing (“DST-2”) is used in the present work∗. Details of the event selection
are described in Section 4.

3.3.1 Luminosity measurement

The group of detectors forming the luminosity system is shown in Figure 3.10. They are located far
away from the main H1 apparatus and consist of three calorimetric subsystems, two of them belonging
to the photon branch (Photon Detector, PD, at z=−103.1 m with associated Veto Counter in front of
it) and one for the electron (Electron Tagger, ET, at z=−33 m). The principle of the measurement
of the current luminosity is based on the detection of bremsstrahlung which is radiated off by beam
electrons when encountering the electric field of beam protons, e p → e p γ (see also Chapter 2.1.1).
The typical photon energy ranges from a few GeV to nearly the nominal electron beam energy. The

∗This cycle number corresponds to the sum of 31·106 events in standard running plus 7.4·106 events in minimum bias
running.

30



3 EXPERIMENTAL SETUP 3.3 Triggersystem and data acquisition

Level 1 Trigger
on Subsystems

Pipelined Triggers

Central Trigger:
Build Subtriggers
and form Level 1

Trigger

L1Keep

Buffer
Sub -

Frontend
Computer

Trigger
Level 3 Free Buffer Multi

Farm
Processor
Level 4

Hardware
Trigger

Signals from Subdetectors

Buffer

Event

Adress
Pointer

Stop Pipelines

Computer

Level 2

RAM

FADC

5 Hz

Shaper Sample/Hold

Tape

Pipeline

Asynchronous
50 Hz

Elements
128

Front End Ready

Analog Signals

10.4 MHz

L2-Keep

L3-Keep

L2-Reject

L3-Reject

Digital Signals

Trigger

Figure 3.9: Block diagram of the H1 trigger system and data flow from the sub-components of the H1 detector
to the final storage (from [62]).

energy loss of electrons undergoing a bremsstrahlung interaction bends their trajectories, by means
of the magnet system, towards the center of the nominal (roughly circular) orbit such that they hit the
ET.

There are two main sources of background which can be treated in appropriate ways. The first con-
cerns low energetic synchrotron radiation originating from the last magnetic deflection of electrons
before they reach the interaction region. A part of this radiation cannot only affect the detector parts
in the interaction region but also the photon detector. For the measurement of the photon and electron
energy the PD and ET use (TlCl+TlBr)-crystal in arrays of 5x5 and 7x7 elements each with attached
photomultipliers. Čerenkov light is received by them and converted into corresponding energy values.

Bremsstrahlung from interactions between electrons and residual gas from imperfect vacuum in
the beampipe contribute to the ep luminosity measurement. The background contribution is corrected
by the subtraction of the luminosity accumulated in electron pilot bunches which have no complemen-
tary proton bunch partner and can, thus, only interact with residual gas molecules depending on the
quality of the vacuum. A correction factor is gained by an extrapolation of this background rate to all
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colliding electron bunches proportional to their total electric current [31]. This important procedure
is imposed because of the high bremsstrahlung cross section in residual gas interactions.

The luminosity system serves also the localization of the current electron beam position, which is
monitored as an important parameter for the beam steering procedure itself, especially in the phase of
beam tuning at the beginning of the luminosity run. The beam position is determined by the average
cluster position of bremsstrahlung photons, since their direction is identical to the incoming e-beam.
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Figure 3.10: Overview of the luminosity measurement system: detection principle (upper part) and electron
tagging calorimeter (lower part). ET = electron tagger; VC = Veto-Counter against synchrotron radiation, with
a 2X0 lead filter F in front; PD = photon detector. The lower graphic shows the −z magnet systems using a
highly magnified scale for the x coordinate.
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4 Event selection

In this chapter the selection of various data sets which enter the analysis is described. The first
part discusses the Monte Carlo data sets derived from different generator programs. The second part
describes details of the experimental data set taken during the HERA luminosity-operation of the year
1997, which included a special trigger setting period following the end of the standard data taking. In
addition selection criteria for the Compton analysis are listed and discussed. Positrons were used as
lepton beam particles in 1997, they are synonymously referred to as electrons throughout this text.

4.1 Monte Carlo

The simulation of high energy particle collisions can be resolved into two major steps. The first one is
the generation of the physical process according to the common or new theoretical understanding of
the forces as well as the principles of secondary particle production. The second step is the simulation
of the generated set of particles as they pass through the experimental apparatus and interact with its
compounding materials, parts and their specific spatial arrangements. This latter part is performed by
the standard H1 simulation program which is continuously accommodated to current setup details and
their changes. The output of this program are event sets which are identical in their bank structure
to the data of the real experiment. In addition, generator specific banks are contained in them in
order to have access to the original quantities, allowing to monitor any differences between generated
and reconstructed quantities. In the following the MC generators for the signal and background are
described as well as their simulated event samples.

4.1.1 Compton signal

The QED Compton generator produces event data according to the kinematic description given in
Section 2.1.2. All three sub-processes, i.e. (pseudo-) elastic, resonances and continuum inelastic,
are calculated at the same time. Compared to the original version of the program [9, 19] several
improvements have been implemented [37] up to version 2.14 used in the present analysis. Some of
them are shortly summarized here.

The generator produces internally events of higher absolute acoplanarities A, i.e. far from the
Compton peak where the azimuthal angle difference between electrons and photons is getting smaller.†

The program steering allows to set an upper limit for |A| of the output events. Because the recon-
structed acoplanarity is subject to smearing caused by the detector simulation an artificial event loss
at this limit could occur if the same cut value of A is used in the selection of reconstructed events. In
order to avoid such an effect in the analysis a limitation A < 50◦ is chosen for the generator steer-
ing, while A < 45◦ is required equally in the selection of simulated and experimental events (s. also
Section 4.2.1). The kinematic range of the generated Compton events is shown in Figure 4.1 for the
momentum transfer Q2

h and Bjorken xh.

Since its first implementation the Compton generator has undergone recently many important
improvements: up to version 2.0, the hadronic final state in inelastic Compton scattering was not

†The reliability of cross sections in this high-|A| range has not been checked so far for the mentioned generator version.
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Figure 4.1: Kinematic range of COMPTON generated events in the hadronic variables Q2
h and xh. The dotted

lines correspond to the elastic part, the dash-dotted line to the resonance region, and the dashed line to the
inelastic contribution. The full line represents the sum of all three parts, except for the right graph where the
elastic peak at xh = 1 is not included. The distributions are created according to the full set of event selection
cuts.

generated, and also the applied F2 parameterisation had to be updated (s. [37]). The original choice
of the structure function was of a scale invariant type [9, 20]

F p
2 (x) =

35
32

√
x(1 − x)3 + 0.2 (1 − x)7, (4.1)

to which an additional interpolation term φ = Q2/(Q2 + F p
2 ) was multiplied to obtain the correct

behaviour at Q2 = 0. As more data became available improved fits could be applied to describe
the F2 measurements especially in the range of low Q2. In the version 2.14 of the generator F2 is
implemented according to the results of the ALLM-97 parameterisation (Abramowicz, Levin, Levy,
Maor, s. [21]). These are based on a Regge motivated approach and do also describe the high Q2

region very well. The fit to F2 is of the form

F2(x,Q2) =
Q2

Q2 + m2
0

(
FP

2 (x,Q2) + FR
2 (x,Q2)

)
, (4.2)

where the two functions represent contributions by the exchange of a Pomeron P and a Reggeon R,
respectively,

FP
2 (x,Q2) = cP(t)xaP (t)

P (1 − x)bP (t) (4.3)

FR
2 (x,Q2) = cR(t)xaR(t)

R (1 − x)bR(t). (4.4)

t is a slowly varying parameter of Q2, and xR/P are modified Bjorken-x variables which reach x for
high values of Q2. The fit parameters (23 in total) were calculated by data from ZEUS, H1, SLAC,
BCDMS, E665 and NMC.

Furthermore, the resonance region up to mX = 1.8 GeV was improved: instead of the sum of
Breit-Wigner resonance fits, a more refined parameterisation for the virtual photon absorption cross
section was applied according to Brasse et al. [24]. The resonances are found in a x-range of �
0.3. . .0.8.
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Figure 4.2: The new F2 parameterisation, ALLM-97, as used in version 2.14 of the COMPTON event genera-
tor, in comparison with the old one of [9], illustration based on [37]. The upper plot displays F 2(Q2

h) for fixed
xh = 0.01, the lower one displays both functions in xh-dependence for fixed Q2

h = 1 GeV2.

In Figure 4.2 the F2 parameterisation differences between Eq. 4.1 and the ALLM-97 fit is shown.
The upper graph demonstrates the Q2 dependence in the range from 0. . .5 GeV2 for a fixed x value
of 0.01. As pointed out in [37] the discrepancy between the old and the new parameterisation can be
explained by the inclusion of x−λ terms in the more recent F2 which were not present in the old one.
These terms cause a rise at low x of FALLM−97

2 visible in the lower graph. The newer version is ex-
pected to give a better description at low x values. The comparison made in the lower graph using the
x-dependence for fixed Q2 at 1 GeV2 shows that both structure functions have similar shapes. They
converge towards zero in the limit Q2 → 0 GeV2. The peaking structure of F2 (x-dependence), as
expected from the resonant contribution in the medium to high x-range, is not displayed in Figure 4.2.

Radiative corrections to QEDC

The description of QEDC so far was in 1st order αem only. Higher order contributions come from
radiative corrections to the Compton process itself. They affect the kinematics and consist, as most
important ones, in the radiation of an additional photon from the incoming electron line; this can be
viewed as analogue to the usual corrections in the deep inelastic case as initial state radiation. The
graphs for ISR in QED Compton are displayed in Figure 4.3.

In cross section calculations the peaking approximation [9, 30] is applied for the description of
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Figure 4.3: Initial state radiation process in QED Compton scattering. An additional ISR-photon is radiated
off from the incoming electron line.

the ISR photon spectrum. The ISR radiation is equivalent to an energy loss of the beam electron, it is
described according to the probability function

dP (k) = βkβ−1(1 − k +
k2

2
)dk (4.5)

using

β =
2α
π

ln (
2Ee

me
− 1

2
) and k =

Eγ

Ee
, (4.6)

with Ee being the incident electron energy and Eγ the ISR photon energy. Technically the detached
application of the electron energy loss is justified by the very different angles of the two final state
photons since interference effects are suppressed in this configuration. The same calculation is used
in the Compton generator.

4.1.2 DVCS background

A topological similar process to the QED Compton in ep scattering is the Deeply Virtual Compton
Scattering (DVCS). This process represents the diffractive scattering of a virtual photon off a proton,
illustrated by the two graphs in Figure 4.4 in lowest order QCD. The process corresponds to vector
meson electro-production where in place of a meson a final state photon is observed. The final state
particles are the same as in QED Compton scattering such that in principle interference effects have to
be accounted for. Measurements on energy and polar angle, which are needed for the determination
of differential cross sections, are not affected within the leading-twist approximation in DVCS. This
allows to operate with two separate Monte Carlo event sets for both, QEDC and DVCS, and treat
them as independent for background subtraction.

In the graphs the hadronic final state is denoted by the proton indicating that only the elastic part
in the process has been measured so far [41]. For theoretical comparison in that publication the
corresponding Monte Carlo generator TINTIN [40] was used. It produces only the contribution by
elastic ep scattering. Due to the yet unmeasured inelastic part and the typical statistical and systematic
uncertainties of the elastic cross section measurement, a total normalization uncertainty of 50% is
attributed to the Monte Carlo prediction. The relative inelastic contribution in DVCS was estimated to
be of the same order as the one found in vector meson production. As DVCS represents the strongest
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Figure 4.4: Deeply virtual Compton scattering, QCD lowest order feynman graphs. The outgoing proton in
both graphs accounts for the fact that only elastic events are calculated in the corresponding background Monte
Carlo as only the elastic contribution has been measured so far.

background contribution to Compton scattering it is desirable that the generator will be extended to
the inelastic region accordingly. In fact, corresponding studies are being performed [63].

4.1.3 Di-lepton background

A further background process to Compton scattering is given by two-photon interactions which pro-
duce a lepton pair (di-lepton). Thus, one observes in total three leptons in the final state, one being
the scattered beam lepton, while a lepton pair appears in addition. The corresponding graphs for the
production of an e+e− pair are shown in Figure 4.5. The program GRAPE-Dilepton [23] is chosen
for the generation of an event set of this di-lepton type. Because there are three electrons in total
appearing in the final state of this di-lepton process it is likely that one of them escapes through the
beampipe, if scattered under a sufficient small angle, or that it falls out of acceptance in other parts of
the detector. In such cases, events with only two reconstructed e.m. clusters from a di-lepton process
appear in the data sample as candidates for a QED Compton cluster pair. Particle identification ap-
plied to the Compton cluster pair ensures that corresponding di-lepton contributions are suppressed.
Thus, di-lepton events can contribute after this selection step only by detector inefficiencies (as this
can imitate an Compton electron/photon pair, s. Chapter 5), and their relative contribution to the final
signal sample should be of an order of magnitude of not more than typical detection inefficiencies or
mismatch rates in the particle identification, respectively.

The GRAPE di-lepton generator produces resonant and continuum inelastic events in addition to
the elastic channel. The same parameterisations as in COMPTON are used for this purpose, namely
the ALLM-97 for the continuum and the resonance fits by Brasse et al. [24].

4.1.4 DIS background

Events generated with the DJANGO program can be used in two ways: firstly, in connection with
a corresponding DIS event selection from the experiment for verification of efficiencies and other
detector properties as calculated in the Monte Carlo, and secondly as a background Monte Carlo
sample. When used as for background studies it is necessary to exclude the Compton events generated
by DJANGO in order to avoid double counting, as they already contribute through the COMPTON
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Figure 4.5: Di-lepton scattering in ep collisions. “Two photon” reactions, left: γγ, middle: γ radiated by the
electron, right: γ radiated by the proton.

generated event sample. This represents an important measure because the QEDC selection carries
out a specific search for two high energetic clusters and thus enriches especially this event type in the
final selection from the DIS background simulation.

This simulation of DIS events in the kinematic range of low Q2 was found to give unexpected high
event rates. This could be traced back [37] to an unexplained property of generated events where a
single pion were scattered into the backward region, i.e. into the direction of the incoming lepton. The
consequence was that the background rate would have become a substantial fraction of the Compton
signal which seemed very unlikely compared to the data. Indeed, a closer look into the output of
the event generator showed that these events are of singular nature responsible for the observed high
hadronic final state masses due to the pion. The solution was to cut off this type of events and to
rescale the DJANGO Monte Carlo with the help of the measured rates of backward scattered π and η
meson peaks in the data. The result was that the typical DIS background contribution is about 1% of
the Compton signal. This number will be assumed in this analysis without repeating the procedure.
As the DIS background is, thus, much smaller compared to the dominant DVCS background, of
which the simulation is dominated anyway by large normalization uncertainties as introduced by its
not very well studied inelastic channel, it will be neglected in the analysis and in subsequent histogram
representations of physical quantities.

γ
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e′

p p|X

π0

Figure 4.6: Deep inelastic ep scattering with a backward scattered π0 and its subsequent decay into two pho-
tons. Both photons can leave either two separate e.m. clusters or only a single one in the backward calorimeter.
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4.2 Data basis 1997

4.2.1 Compton event selection criteria

Starting from the full data sample of the 1997 standard running period a sub-selection of QED Comp-
ton events is performed, and used as the primary basis for this analysis. The principal run range
corresponds to the numbers 177500. . .200444. The event selection is based purely on calorimetric
criteria to detect the characteristic Compton event topology of two electromagnetic particles. The
trigger setup for recording these events, as established for the 1997 data taking, is discussed later in
Section 6.3.1.

General run selection criteria

Before any refined selection cuts are applied to an event, the run in which it was recorded is required
to have a minimum data quality. The corresponding information depends on the experimenters’ rating
of the overall data quality of a given run, based on the monitored stability of the subdetectors and the
data acquisition system as well as on the beam conditions and background rates. In general, each
run is marked with a quality label which is either poor, medium or good. Only the last two cases are
considered for the present selection of QED Compton events.

Especially in the first phase of a luminosity run high prescaling factors (Section 3.3) may be
present in the data for individual subtriggers. Because very high prescales introduce correspondingly
high statistical uncertainties, when applied later as event weights, one aims generally on avoiding
them for the event analysis. For this purpose a trigger phase (TP) number higher than “1” is demanded
for each run. The values of TP range from 1 to 4 and indicate periods of different subtrigger prescale
settings within one luminosity fill. A value of 1 corresponds to the beginning of a luminosity run.
Using different TPs was necessary to optimize the acquisition and processing of the event data stream
delivered by the H1 detector because in this scheme the rates of different physics processes are better
balanced w.r.t. each other. Also, since not all subdetectors can be switched on as long as the HERA
beam steering continues for luminosity optimization or the background rates vary considerably, events
belonging to the first phase were excluded from the further analysis.

In addition it is checked during the Compton event selection whether the correct subdetector high
voltage settings were in agreement with a filter mask formed according to those components required
for the event analysis. Also the respective branches of the data acquisition readout system were
required to be active. This bundle of criteria defines largely the overall luminosity available for the
analysis. Further run restrictions arise from the standard set of rejected runs and run ranges of the
ELAN working group [46], where runs of bad quality or very low efficiencies or subdetector failure
are compiled. The run list is given in the appendix, Table 10. Finally, another set of runs is added to
this list, which is determined in the subdetector stability analysis of this work. This run deselection is
based on periods of problematic detector performance and it is discussed in detail in the Sections 5.3
and 5.4. The full list of rejected runs and run-ranges is used as input to the luminosity calculation
(carried out with an independent program) using identical requirements for high/low voltage settings,
readout branches and trigger phase.

Cluster based selection

For each event a search for electromagnetic energy depositions (clusters) over the corresponding data
banks of all calorimeters is performed by the standard H1 electron finder program QESCAT [45].
Depending on the specific purposes of any analysis several parameters can be adjusted to narrow or
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open the selection criteria, such as for example the maximum number of clusters to be searched for,
energy range, and cluster size.

Like all event relevant properties also the electromagnetic clusters in the backward calorimeter
SpaCal are calculated by the event reconstruction program. SpaCal clusters are created by selecting
a group of neighbouring calorimeter cells each containing some minimum amount of energy. A
basic calibration procedure, that is converting photomultiplier signal levels into energy values, is
used in this calculation. Several algorithms have been tested which differ mainly in the type of
how cells are weighted in order to determine both, the cluster barycenter and its lateral extension
(the cluster radius). Basically a choice can be made between linear, square root and logarithmic
weighting techniques. As shown for example in [25] with MC simulations, for the spatial localization
of a cluster the logarithmic method is advantageous in comparison with the others. The barycenter ζ
of a cluster’s x or y coordinate is calculated with this algorithm by forming the weighted sum of all
active calorimeter cells related to the cluster as

ζlog =
∑

i xiwi∑
i wi

(4.7)

where

wi = max
(

0,W0 + ln
Ei∑
i Ei

)
. (4.8)

The cutoff parameter W0 has a typical value of 4.8 as determined by other studies. The Ei are the cell
energies and the xi are the cells’ central coordinates along the calorimeter front face measured in H1
coordinates.

The maximum number of electromagnetic clusters to be searched for in an event was set to a high
value. To be considered as appropriate a cluster has to have an energy Ecluster > 2 GeV and a radius
σcl < 6 cm. The first and the second cluster in an event (i.e. the ones with highest and second highest
energy) have to fulfil the conditions

E1 > 10 GeV E2 > 4 GeV 20 GeV < E1 + E2 < 35 GeV. (4.9)

These numbers are motivated by the generator distributions shown in Figure 4.7 and are also usual in
earlier studies. The lower limit of the energy sum serves the reduction of radiative influences, while
the upper limit is justified by the expectation value of the simulation. At this point no cluster-track
links are required to decide about the particle identities (electron/photon) of the cluster candidates.
This task of the analysis will be described later.

A typical QED Compton candidate event in the H1 detector is shown in Figure 4.8 as side-view
and radial projection in proton beam direction (right). The event display shows two electromagnetic
clusters in the SpaCal while the remaining calorimeters are empty. A small amount of energy has
leaked into the hadronic section of the backward calorimeter. Both clusters have associated track
elements of the backward drift chamber BDC and the backward silicon tracker BST, the latter pointing
to the vertex region.

Final selection

The last part of the selection is made on the event sample left over from the above run and cluster
treatments. A list of the applied event cuts is given in the following:

◦ acoplanarity between photon and electron A < 45◦

◦ SpaCal residual e.m. energy Ee.m.
tot − E1 − E2 < 1 GeV
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Figure 4.7: Reconstructed cluster energies from a simulation of COMPTON generated events. Left, middle:
first and second cluster energy; right: energy sum of both clusters. The distributions are plotted without
detailed cuts of the event analysis and thus contain a large fraction of radiative events. The peak-to-tail ratio
(tail: E1 + E2 < 25 GeV) is therefore lower than in the final distribution.

◦ SpaCal residual hadronic energy Ee.m.
tot < 0.5 GeV

◦ SpaCal veto cell energies of each cluster Eveto
1,2 < 1 GeV

◦ cluster radius ECRA1,2(log) < 4 cm

◦ actual L1 subtrigger s13 on

◦ limit LAr cluster θ < 30◦

◦ position of event vertex is restricted as |zvtx| < 30.8 cm

◦ cut on event energy-momentum balance E − pz < 60 GeV

The total integrated luminosity of the data sample after exclusion of all low quality run ranges –
including those determined later in the hardware stability analysis – was calculated to Ldata =
9.178 pb−1. The integrated luminosities of the background samples are: LDVCS = 31.0 pb−1 and
Ldi−lepton = 46.3 pb−1. The luminosities of the individual Monte Carlos are used to reweight their
events accordingly by a factor 1/LMC in all distributions of physical quantities shown in the following
chapters where Compton data and Monte Carlo (signal with backgrounds) are compared.

4.2.2 Selection of the inelastic channel

The inelastic part in any ep reaction is characterized by the invariant mass of the hadronic final state
mX . But especially in the region of very low masses this quantity cannot be measured precisely
enough. As discussed in [26] the selection of the inelastic channel in QED Compton can be realized
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by a combination of cuts on the acoplanarity between Compton electron and photon, and on the
total eγ transverse momentum. Because the acoplanarity is applied in this analysis for important
calibration studies it was not used as a property to cut on. Instead a simpler indicator for the presence
of an inelastic Compton event was chosen using the total measured electromagnetic and hadronic
energy deposition in the Liquid Argon calorimeter. For this purpose the energies of all reconstructed
LAr clusters, with each single energy above 0.5 GeV, have been added as

ELAr,total =
Nclus∑

i

(ELAr−e.m. + ELAr−had) . (4.10)

All events with ELAr,total > 2 GeV are classified as inelastic. Since the separation between the elastic
and inelastic channel is, in any case, a compromise between the required efficiency and purity of the
resulting sample of one of the channels, this method was chosen. The main purpose is to give an
approximate impression and reference of the fraction of inelastic QED Compton events in the distri-
butions of the relevant physical quantities. Due to the expected small acceptance for inelastic events
(resonance and continuum) as a consequence of the limitations given by the beam pipe, numbers of
the cross section measurements will be calculated only for the total Compton sample.
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Figure 4.8: A typical elastic Compton candidate event in the H1 detector display. The LAr calorimeter has no
significant energy depositions. All stages of the trigger system accepted the event. Here, the adverse situation is
found that both SpaCal clusters have associated track signals from both, BDC and BST, inhibiting the particle
identification. The event was discarded by an anti-background criterion requiring less than 0.5 GeV hadronic
energy in the SpaCal (2 GeV measured). It would have been rejected by the particle identification as well.
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5 Particle Identification

As a consequence of the event kinematics the Compton photon and electron are mainly scattered into
the H1 backward calorimeter SpaCal. For the identification of the two leading electromagnetic clus-
ters the backward tracking devices play a decisive role. In the following sections detailed descriptions
are given on the techniques of forming tracks or corresponding space points from subdetector signals
in order to gain information about particle trajectories and to verify links between the vertex and the
cluster position. Like before, the term ’electron’ will be used to denote the positron used as lepton
type, as it was the case in the HERA beam collision mode of 1997.

5.1 General conditions

As discussed in the introduction to the Compton kinematics it is a central question how to distinguish
between the most prominent particles in a QEDC scattering event, the electron and the photon. Be-
cause the analysis aims on measuring the leptonic cross section, it is necessary to identify the electron,
or equivalently the photon. While in a typical deep inelastic scattering measurement the identification
of the electron is reduced in many cases simply to its verification, namely by proving that a track or
track piece exists between the event vertex and the electron’s energy deposition, the same procedure
in QEDC is hampered by a series of preconditions and effects specific to this type of interaction. They
form a complex bundle of questions whose decomposition needs careful considerations.

I) Photon: The additional electromagnetic (e.m.) final state particle, which is very similar to the
electron in its calorimetric properties, makes it difficult to distinguish between them. The energy de-
positions in the e.m. calorimeter part are nearly of the same shape as the elementary physics processes
are of identical nature, namely subsequent bremsstrahlung and/or conversion processes induced by
the incident electron or photon. Thus, it is necessary for the purpose of particle identification to apply
track criteria on both particles, according to the expectation that the scattered electron should leave a
track behind it while the Compton photon should have no track signature in most of the events. But
due to conversion a track can originate, in fact, from a photon which appears identical to an electron.
The same effect occurs when there is electronic noise. Finally, another source of misidentification
can be the inefficiencies of tracking devices spoiling the verification of the electron trajectory.

II) Event vertex: Two cases can be distinguished in the analysis of QED Compton events. In an
elastic Compton event no hadronic final state (HFS) particles are present in the main detector which
could be used for the reconstruction of the vertex position. The standard event reconstruction program
(“H1REC”) requires at least one charged track that points to the vertex region to do this. This means
that either the electron or the photon (after conversion in front of a tracking device) has to be used in
order to determine the vertex position.

The second case concerns inelastic events in which at least one charged track can be found in
the central tracking chambers. When HFS particles are present they have to have high enough polar
angles to allow a sufficient precision of the vertex position measurement. In general this means, even
for an inelastic event, that a well determined vertex is not guaranteed as the hadronic momentum
transfer in QEDC is low and also the invariant mass of the hadronic final state and thus the average
polar angle is predominantly low.

To circumvent the limitations related to an unreliable or non-existing standard vertex due to low
quality forward tracks a different approach is chosen instead of using tracks or track elements from
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the standard reconstruction. This is made in order to determine the vertex position uniformly for all
event topologies.

III) Trigger: Events with tracks in the acceptance range of the outer central jet chamber (CJC2)
are partially suppressed by the Compton subtrigger setting of the 1997 data taking period. This is
due to the fact that, at this time, the trigger was constructed as to be sensitive primarily to elastic
Compton scattering, as this class was considered for calibration purposes. As the finite bandwidth
of the data acquisition system has generally to be shared among the different physics analyses their
corresponding subtrigger rates have to be limited. This is achieved either by an appropriate set of
subtrigger conditions or by the choice of reduction counters applied to individual subtriggers. In
the case of QED Compton the trigger rate was kept low by a suppression of inelastic events using a
trigger element of the Drift Chamber rϕ trigger which signals three (or more) central tracks above
some minimum transverse momentum. The details related to this and the track subtrigger settings are
described in Section 6.3.1.

It is the aim of the following sections to scrutinize the individual effects for those detector parts
relevant for the event selection described in Chapter 4. The studies are introduced by descriptions
of the tracking principles and algorithms applied for the backward tracking devices, which are the
BST, CIP and the BDC. This is followed by a study on detector performance, i.e. their stabilities
and efficiencies over the data taking period. Electronic noise as well as photon conversion effects
are discussed after that. The tracking related parts are concluded by a discussion on the procedure
to localize the event vertex z-position using the measured track elements. The chapter ends with a
description on the electron/photon identification process and possible optional algorithms.

5.2 Tracking in the backward region

5.2.1 Tracking with the Backward Drift Chamber

For the Backward Drift Chamber (BDC) two different reconstruction schemes were developed for
standard use in any type of analysis. The software routines are the original “HDREC” [55, 56] and
the later “BDCLEV” [57]. The main difference between both methods is that the first one explicitly
reconstructs tracks considering from the beginning all hits available per event, while the second one
uses preselected hits. In HDREC, a Kalman-filter delivers a list of track-candidates. The intention to
select the optimum track candidate from this bunch of candidates emerged to be a very difficult task
[56]. This is related to the distribution of passive material located in the interspace between CTD
and BDC causing increased particle multiplicities by pre-showering, as well as to some imperfections
of the reconstruction procedure. For example, the code ignores the common origin of a hit and its
mirror-hit (see Section 3.2.3). Furthermore, to harmonize experimental and MC-simulated BDC data
a difficult extension of the simulation would have been necessary [60].

The BDCLEV code aimed for an improvement of the polar angle θe resolution. It uses a before-
hand reconstructed z-vertex position and the space point of the scattered electron in the backward
calorimeter. Only those hits can contribute to the final track segment which match the input track
hypothesis best. Performance aspects of the strategies in both programs were compared in [60].

It was observed that the radial distribution of electron tracks crossing the BDC-plane show a pat-
tern reflecting the BDC drift cell structure, see Figure 5.1. These so called “migrations” [58] were
suspected to have several origins, as there is, for example, the BDC transition-cell positioned at r ≈
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22...25 cm which could cause distortions by its specific construction and hardware problems (high
voltage, s. also Section 3.2.3). In addition, the same radial range corresponds to the projection of
BST- and CIP-related, discontinuously distributed passive material on the BDC plane. As a conse-
quence these effects could not be detached easily, until, in fact, a wrong treatment of the asymmetric
transition-cell in the reconstruction code was found [59].
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Figure 5.1: Distributions of radial track positions in the BDC as measured with the old BDC reconstruction
using electrons of a high statistics DIS event sample. Top: full BDC radial range, bottom: detail view on the
transition cell region. The vertical lines indicate the positions of the BDC drift cell limits. A strong deviation
from the expected steady decrease was observed especially in the range of r =22...25 cm. A corresponding
Monte Carlo distribution is shown as dashed curve in the lower histogram which runs smoothly in contrast to
the data. (Original graphs from [59].)

5.2.2 Validation of charged tracks with the CIP

The two sensitive layers of the Central-Inner-Proportional Chamber (CIP) can be used to determine
a charged particle’s trajectory, or a part of it, originating from the interaction point. Although the
other central chambers could also contribute to the tracking procedure in the backward area, in this
analysis only the CIP was used for the following reasons: since the CTD acceptance volume decreases
quickly with increasing polar angle θH1 where track finding becomes more and more unreliable and
for reasons of simplicity the analysis was restricted to the use of the CIP. Also, the jet chambers were
affected by a strong efficiency loss for some part of the azimuthal range during the 1997 running.
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Active pads, at least one in each chamber layer, are searched for in a limited z-range along the
CIP surface. The range follows from a projection of a vertex range z = −50... + 50 cm onto the CIP
surface in direction of the considered SpaCal cluster position, see Figure 5.2. This excludes possible
CIP signals, in an earliest possible phase of the track search, caused by particles not related to the
ep vertex. The requirement of an active pad in each layer suppresses random noise signals which
otherwise could mimic accidentally a particle track. As shown in the figure the allowed z-ranges
on their respective CIP layer surfaces are determined accurately according to their different cylinder
radii.
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Figure 5.2: Vertex reconstruction using the CIP. The schematic side view of beam axis, CIP and SpaCal
indicates those regions (horizontal double arrows) in which active CIP pads are searched, while the vertex
position is unknown.

5.2.3 CIP pad-clusters

The experimental data show that in a significant fraction of events additional active pads are present
near to the one pad per layer required at minimum. The question arises how to combine their positions
into one space point (per layer) and for a complete track, respectively. The discrete array of pads
constituting the CIP with a z-width of 3.65 cm is not suited for precise track reconstruction, as a
single active pad can be regarded only as an approximate space point of a passing charged particle.
This means that combining the center points of two pads (one from each layer) into one trajectory
would result in a corresponding discrete polar angle reconstruction. Therefore, a different method was
chosen in which the CIP pads have to form a contiguous cluster of pads. The geometrical barycenter
of all valid pads, belonging to such a pad-cluster, within the z-ranges of Figure 5.2 is calculated and
considered as second space point in addition to the position of the SpaCal cluster. Both space points
together define then particle trajectory.

Starting from the list of valid active pads a pad-cluster is required to be shaped as to “point”
from the vertex region towards the SpaCal energy deposition. This is achieved by the application of
corresponding cluster growth rules as one pad after the other is added to an initial seed pad. Thus, the
final pad association is defined using a
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CIP pad-cluster formation algorithm:

• Single pads, which do not have directly adjacent pads in r (across layers) and z (no gap allowed
within one layer), are removed from the initial list of valid pads in order to avoid that separate
and unrelated signals are combined.

• Additional pads contributing to the pad-cluster are required to be immediate neighbours, in r
or z, to at least one of those which were already collected.

• For a pad in the outer layer at least one additional active pad must be located either (i) on its
+z-edge, or (ii) below it in the inner layer, or (iii) one pad position in +z-direction in the inner
layer.

• For a pad in the inner layer the conditions are the same, except that all directions are inverted.
This allows in addition the reconstruction of an extended pad-cluster where one inactive pad is
located in between active pads of the pad-cluster.

The algorithm rules are used to carry out a search for active pads, starting from the negative z-end
of each CIP layer shown in Figure 5.2. Figures 5.3-a,b illustrate the removal of pads having no
neighbours in r or z, or of combinations which do not have the expected track inclination towards
the backward calorimeter. In the example a cluster of three pads is kept according to the selection
rules listed above. The appendix A.4 presents a code implementation of these rules. Typical final
pad-cluster shapes as found in the data are shown in Figure 5.3-c.

In every event and for each observed SpaCal cluster a pad-cluster (if present) is stored with all
its assigned pads. This information is used in the calculation of a z-vertex position. If an additional
piece of the track can be reconstructed using BDC hits, the BDC track position at zBDC replaces the
SpaCal cluster position as the reference space point used for extrapolation to the beam axis. A flag is
set to indicate that the particle was CIP validated. This flag is used later in the particle identification
step.

The resulting pad-cluster width distribution in z is shown for deep inelastic scattering events in
Figure 5.4 (for description of DIS event selection see Section 5.3.2). The width is defined for one
layer as difference of the z-coordinates of both ends of the cluster. Thus, for only one active pad per
cluster the width in a layer corresponds to the pad z-size of 3.65 cm, or multiples of it for more than
one pad. The total cluster width is then defined as the difference of the maximum and minimum z
of the pad edges, irrespectively of the layer (Figure 5.4-right). In simulated events the pad-cluster is
found to be narrower than for data.

5.2.4 Track reconstruction with the BST

This paragraph summarizes the algorithm for the reconstruction of BST tracks which has been de-
veloped in an earlier work [32]. The present analysis uses this method to find BST track-links to
electromagnetic SpaCal clusters and for the vertex determination.

Two different methods exist depending on whether the vertex position is known in advance or not.
In the first case, with a vertex reconstructed from central tracks, the algorithm uses the position error
of the considered SpaCal cluster. This together with the vertex uncertainty defines a corridor between
the cluster and vertex position. The width of this corridor is calculated for each BST plane, called
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Figure 5.3: CIP pad cluster search algorithm. a) example for an input pad distribution, b) after application of
the algorithm. c) a few typical examples for cluster shapes found in the data.
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Figure 5.4: CIP pad-cluster widths measured with DIS events for both inner and outer CIP layer (left and mid-
dle) and for the whole pad-cluster. Experimental (full dots) and simulated data (histogram) are not normalized
w.r.t. each other.
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σcorr
i for plane number i = 1. . .4. BST hits are collected which are the nearest within 3σcorr

i around
a line defined by the polar angle of the SpaCal cluster. An eccentricity correction is applied for each
of these hits accounting for the different oriented axes of BST and beam. If at least two hits are
found within the corridor a preliminary validation flag is signalled which enters a next step in which
a straight line fit is applied to the hits. The fit assumes for each hit a Gaussian error using the ratio of
the deviation to the expected spatial position to the known BST radial resolution of 16 μm ([32]). In
the last step a new corridor is formed using a fixed width of 300 μm and the slope of the fitted straight
line. This procedure additionally singles out those hits which do not belong to the particle track due
to their large deviation, see also Figure 5.5. The remaining set of hits enters a final re-fitting in which
the mentioned BST spatial resolution is used only. This ensures that all selected hits have the same
weight in the fit.
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Figure 5.5: Schematic side view of beam axis, BST and SpaCal. The dotted lines and the vertical arrow
respectively mark the BST acceptance range for track reconstruction requiring at least two planes to be crossed.
The BST silicon planes are shown as vertical lines, numbered from one to four. The traversing parallel lines
represent the two corridors used in the two steps of the hit finding algorithm, see text.

In the second case the vertex and the track pointing to a cluster have to be determined from BST
information only. The approach is realized by linking each reconstructed BST-hit within the same
ϕ-sector of the e.m. cluster with the cluster position. The algorithm starts with a hit search from the
most backward plane near to the SpaCal (plane “4” in Figure 5.5) in order to propagate a straight line
towards the vertex region through the remaining BST planes. When a hit was found it is extrapolated
onto the next plane using the cluster position, a new hit search is started within a corridor width
of 5σij = σr(Cluster)Δzji/Δzi,SpaCal, where Δzji,Δzi,SpaCal are the distances of plane i to j and
the distance of plane i to the SpaCal z-position respectively. The energy dependence of the SpaCal
spatial resolution is taken into account. As soon as a second BST-hit is found in the corridor in one
of the next planes the cluster position can be dropped, such that the continued search for more hits
can take advantage of the high BST radial resolution, independent of the cluster position uncertainty.
For this reason a constant corridor width of 100 μm is used for the subsequent hit search. The result
is typically a number of one to three track candidates, which are subjected to further consistency
checks (for example not being horizontally oriented). Finally the track with the highest number of
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hits is chosen as the best candidate. A straight line fit returns the track slope, polar angle and a solely
BST-determined z-vertex position.

5.3 Detection efficiencies

To achieve an equivalent discrimination of electrons and photons in QED Compton in experimental
and simulated data, a measurement of the individual subdetector efficiencies is necessary. As will
be shown in Chapter 5.8 these efficiencies are especially important for the quality of the particle
identification.

The probability for a given Compton cluster to have an associated track signal in one of the track-
ing subdetectors can be separated into the determination of electron track-efficiencies and photon
conversion-probabilities. Since the identity of the two clusters is initially unknown (a consequence
of the event selection purely based on calorimetric information) both properties – efficiency and
conversion-probability – are treated equally as “detector-response-probabilities”. This is justified be-
cause a track signal caused either by an electron or a converted photon cannot be distinguished, even
if more detailed properties of the signal are used (like number of hits per track, χ2 of track fit, charge
deposition, etc.).

For the determination of response probabilities two data sets are available: a sample of elastic
QEDC events (see Chapter 4) and a selected sample from the large set of standard deep inelastic
scattering events. Because only the Compton sample contains photons it is indispensable for the
measurement of conversion induced detector responses.

The elastic Compton process is characterized by the absence of hadronic final state particles in
the backward calorimeter region which can be present in inelastic events. In principle it would be
possible to use the elastic sample for efficiency measurements. But considering the very different
numbers of available events in both samples, QEDC and DIS, the second one seems much more
appropriate for this type of measurement. The same statement holds for the determination of detector
noise levels. Alternatively, the use of elastic Compton events for detector efficiency determinations
has been realized in [37]. There, the precise calculability of the elastic Compton part is exploited by
fixing the efficiency in the data such that the total event rates in data and simulation agree. However,
the procedure does not account for the influence of detector noise. This aspect will be included in an
independent measurement of the noise level in Section 5.4.1. But before turning to this point and to
actual efficiency measurements the following paragraph describes the effect of the photon on detector
efficiencies when derived from the Compton sample.

5.3.1 Efficiency in Compton

Using the elastic Compton sample the measurement of the electron track efficiency needs the identity
of both SpaCal clusters to be known. The particle identity can be assigned to both clusters by requiring
that one cluster has an associated BDC-track (the electron), while the remaining cluster has none (the
photon correspondingly):

BDC−ID =

{
e.m. cluster A : with BDC track link
e.m. cluster B : no BDC track link

(5.1)

This section discusses the implications of using the BDC for the definition of a reference event
sample with this simple e/γ identification for efficiency measurements on the detectors BST and
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CIP. The backward drift chamber is particularly suited because it covers the radial range of the whole
backward calorimeter in contrast to BST and CIP which do not offer full acceptance in the polar angle
range as covered by the backward calorimeter.

Note that the BDC is placed behind these tracking detectors as seen from the vertex, such that the
identification method is appropriate for probing their acceptances and efficiencies as they are within
the vertex–BDC volume. Because the condition BDC−ID defines a reference event sample it is not
necessary to determine the BDC efficiency at this point (although the assumption εBDC(r, ϕ) � const
is made). A measurement of the BDC efficiency is performed by using DIS electrons (Section 5.3.2).

In the Compton sample the above BDC track/no-track requirement reduces the available (already
not very high) statistics considerably, because, as known from earlier analyses, photons traversing
the backward region of the H1 detector have a significant probability to convert into e+e− pairs
(s. also next sections). Therefore, a substantial fraction of electron-photon pairs have an associated
BDC-track for both clusters due to conversion, such that they are rejected according to the BDC
requirement. With the remaining sample of events one can probe how many electrons of all BDC-
validated electron-photon pairs have a corresponding track signal in the BST and CIP, respectively.

Assuming that the pure detection efficiency of a reference detector is high, i.e. close to 100%
for a charged particle passing the respective detector (like a drift chamber), such a method can yield
in general approximately the electron efficiency of another subdetector probed in the above manner.
The reason for the necessity of this assumption is that a very low electron efficiency of the reference
detector would also lower the amount of detected photon conversions, thus degrading the quality of
the e/γ identification. The rate of e/γ misidentification within the BDC-defined sample introduced
by conversion of the Compton photon is considered more closely in the following. The calculation is
in general applicable to other subdetectors as reference detector as well.

The response probabilities of a chosen reference subdetector are denoted pe for the electron and
pγ for the photon. Every event can be categorized in one of four possible, separate classes in which
either of the particles causes a track signal (s = “+”) or not (s = “−”). The probability to detect one
of the corresponding cases will be denoted as psesγ which is the product of the response probabilities
for the electron and the photon:

p+−

p−+

p−−

p++

=
=
=
=

pepγ

pepγ

pepγ

pepγ ,

(5.2)

where the probabilities to observe no track signals are given as

pe = 1 − pe , pγ = 1 − pγ . (5.3)

Then the total fraction of events which are selected due to their track/no-track signature is equal to
p+− + p−+, because the case for p−+ cannot be distinguished from the case for p+− using the above
identification method. In the case of p+− the particle identities are assigned correctly, whereas the
case p−+ corresponds to the situation where the electron has no visible track due to some inefficiency,
and the photon induced at the same time some charge deposition in the tracking chamber due to
conversion within the passive material. The relative contribution ρmis of misidentified cluster pairs to
the total number of selected events in the reference sample is then

ρmis =
p−+

p+− + p−+
. (5.4)

52



5 PARTICLE IDENTIFICATION 5.3 Detection efficiencies

With an estimated photon conversion rate of pγ ≈ pγ ≈ 50% which is a typical value for photon
trajectories between the vertex and the BDC, these two probabilities nearly cancel out, and therefore:

ρmis =
1

p+−
p−+ + 1

=
1

pepγ

pepγ
+ 1

≈ 1
pe

pe
+ 1

= pe . (5.5)

This example shows that an average BDC electron track efficiency of 95% translates into a content of
mismatched cluster identities for all eγ-pairs of the order of 5% in a corresponding reference sample.
This uncertainty enters the final electron efficiencies when determined from the Compton sample
directly.

To summarize, the strong systematic effect of the BDC identification on the efficiency measure-
ment makes the Compton sample less favourable. For this reason the DIS event selection will be
used for the final electron detection efficiency since the result will be, in addition, of much higher
statistical significance compared to the Compton case. In DIS it is an advantage that the scattered
electron can be easily determined, because its cluster stands out prominently. This is in contrast to
QED Compton where the accompanying photon cluster resembles very much the electron in terms of
energy and cluster shape, such as for example the transverse dispersion. Thus, the DIS selection is
better suited for electron efficiency measurements.

5.3.2 Selection of a DIS event sample

In the last section it was demonstrated that using the Compton sample the difficulty of e/γ separation
can clearly affect the quality of an efficiency measurement. A more robust and independent result is
achieved by using electrons from a deep inelastic scattering event selection which is described below.
For the coverage of conversion effects the use of the Compton sample is still mandatory since only in
this event class a photon is present. The influence of ambiguities due to conversion probabilities on
the cluster identification will be discussed later in the corresponding sections.

The selection of DIS events is performed by applying the following series of basic criteria on the
standard as well as the minimum bias data sets from the luminosity period of 1997. Each event is
required to have

� proper hardware conditions (such as high voltage ’on’, inclusion in the data acquisition-readout,
medium or good run quality),

� at least one SpaCal electron candidate cluster, using the standard H1 electron-finder program
QESCAT [45],

� an electron candidate cluster energy of larger than 10 GeV,

� a minimum cluster-beam distance (SpaCal radial position) of > 9 cm.

The preselection results in a total number of about 8 · 106 events of which a varying sub-selection
is subject to further conditions on the analysis level. Depending on the required statistical precision
every nth event (n = 5, 10 or 20) of the original data set is selected (also for reasons of data handling
performance). These conditions require

• a minimum electron candidate energy Ee of 15 GeV,

• a reconstructed event vertex |z| < 35 cm, with an vertex error Δz < 0.5 cm,
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• a cut on the remaining energy in the calorimeter: |Ee − Ee.m.| < 1 GeV,

• Ehad < 0.4 GeV,

• a limited amount of e.m. or hadronic energy within some isolation cone,

• energy-momentum balance 45 GeV < E − pz < 65 GeV,

• a SpaCal veto cell energy below 1 GeV (if present),

• a maximum transverse cluster dispersion of below 4 cm,

where Ee.m. and Ehad correspond to the total energy deposited in the electromagnetic and hadronic
part of SpaCal. The cuts related to these energies ensure that there is only one large energy deposition
in the e.m. section and only a small leakage of electron energy into the hadronic section. The (E −
pz)-cut is imposed to suppress background events in which not all particles are contained in the
detector, most important photoproduction events where the electron escapes along the beampipe.
The following sections discuss subdetector stability, acceptance and efficiency using the described
selection of DIS events.

5.3.3 BST stability and efficiency

Since the Backward Silicon Tracker covers the high polar angle region into which most of the Comp-
ton electrons and photons are scattered, a good knowledge of the efficiency of this detector is manda-
tory. As a first step the event rate is monitored over the whole data set versus run/fill number without
any run restrictions. For this purpose the event rate is defined as the number of BST track validated
electrons divided by the number of electron candidate events, both accumulated over constant inter-
vals of run or luminosity fill numbers respectively. Events fulfilling the DIS selection criteria are used
for this procedure (Section 5.3.2). An event satisfies the BST-validation if

− the track validation flag was set ’active’ by the BST reconstruction program

− the reconstructed track lies within BST acceptance

− the radial distance between the reconstructed track and the center of the e.m. cluster is below 1
cm, as measured after back-extrapolation of the track to the SpaCal plane.

A particle is considered to be within acceptance if its track traverses the two inner BST planes.
This case is tested geometrically by a projection of the SpaCal cluster position onto the BST planes
as seen from the well defined vertex position of deep inelastic scattering events. Thus, by requiring
that the BST track has a distance to the z-axis of

− rtrack greater than 5 cm at z2 (second BST plane)

− rtrack lower than 12 cm at z3 (third BST plane),

it is ensured that each of at least three planes can produce a hit signal for the event vertex range of
interest (for plane numbering see Figure 5.5). Also more relaxed or restrictive conditions could be
applied by allowing a trajectory to cross ’any two neighbouring planes’ or to force it to cross ’all four
planes’. The chosen condition above was found to be a reasonable compromise between sufficient
safety against too high noise contributions (’any-2-planes’) and too low statistics (’all-planes’). The
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last point has to be considered especially in the view of the low overall statistics of the Compton
sample.

To extract the acceptance range the radial position of the cluster is used as a parameter which
is measured in the (x, y)-plane of the backward calorimeter. Since this radial position (for some
given values of the event kinematics) depends on the vertex position a comparison between different
acceptance ranges is made. For this purpose the vertex is chosen to be located predominantly at high,
medium or low z-positions, i.e. the vertex position is restricted to z = (20, 0, −20) ± 5 cm. The
probability, in DIS data and Monte Carlo events, to find an active acceptance flag for a radial cluster
position r is shown in Figure 5.6 separately for the three different vertex regions. Both event sets
appear in good agreement with some discrepancies at very low radii r.

r / cm
5 10 15 20 25 30 35

ac
ce

pt
an

ce
 (

B
ST

)

0

0.2

0.4

0.6

0.8

1

DIS data

DIS MC

r / cm
5 10 15 20 25 30 35

ac
ce

pt
an

ce
 (

B
ST

)

0

0.2

0.4

0.6

0.8

1
DIS data |  z  |<5

DIS data |z+20|<5

DIS data |z-20|<5

DIS MC  |  z  |<5

DIS MC  |z+20|<5

DIS MC  |z-20|<5

Figure 5.6: BST acceptance as a function of SpaCal radial position of DIS electron clusters, left: for all
vertices, right: for three different vertex ranges. Curves from left to right in the right histogram: z = (20, 0,
−20) ± 5 cm.

Inspecting the whole available range of the 1997 run set one can observe several periods with a
lower rate of BST validated electrons compared to the otherwise higher plateau level of around 90%
in average, as shown Figure 5.7. In a further step all those runs are excluded from the data sample
which belong to a commonly unused set of runs and run ranges for the H1 data taking period in 1997,
s. Section 4.2.1 and [46]. Different reasons have been identified for those low quality runs which do
not only concern instabilities of the BST but also of other components. A list of this set of rejected
runs is given in the appendix. However, the resulting new validation rate changes only slightly with
these additional run restrictions.

5.3.4 BST hit bank loss

A closer look during the first analysis phase revealed that a big difference was visible between the
experimental and simulated BST acceptance as function of the electron radial position in SpaCal. The
corresponding acceptance flag was taken in this case directly from the output of the reconstruction
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code. The reason for the unexpected high difference was that a BST hit bank was missing in some
fraction of the events in the experimental data. Due to its internal structure the BST reconstruction
program [32] caused the acceptance flag to be left unset. Since the hit bank represents a fundamental
input to the track reconstruction code run periods of data readout problems – especially coherent
losses – can be detected this way just by monitoring the bank loss rate. The method can be regarded
as a sensitive tool because the readout data of a silicon tracking device, such as the BST, with many
thousand channels should always contain at least a few noise hits in each event such that there always
should be a regular hit bank.

By a small code change the flag was constructed as to indicate, whether the hit bank was missing
or not during event preselection. The rate of occurrence of this special flag value, again relative to the
number of DIS electron candidates per run range, is shown in Figure 5.8. The external acceptance is
required to be fulfilled for this test by using the known DIS central z-vertex position and by selecting
only very well localized vertices (see above). The histogram shows an extended luminosity fill range
with high loss rates or for some smaller ranges even complete loss.

These losses are directly correlated to drops and gaps in the BST stability as a function of time,
as displayed in Figure 5.7. For an improved run selection those luminosity fills are discarded for the
further analysis in which the hit bank loss rate is above 2.5%. The final total remaining loss rate is ≈
(0.7 ± 1)%, averaged over the whole run range.

The stability curve shows that not all of its variations can be explained with missing hit banks. For
example, the stability shows a reduced level between the luminosity fill numbers 1390. . .1430, but
there is neither a visible counterpart in the hit bank loss-rates nor in the noise-rates (for its measure-
ment see Section 5.4 and 5.5, respectively). In order to avoid a too high quality degradation of the
analysed data samples due to periods of a low or varying stability an additional cut is imposed on the
data, requiring the stability rate to be greater than 84%. As a consequence the mentioned fill-number
range is not accepted anymore for the further analysis. But also very few periods with exception-
ally high validation rates above 99% (i.e. significantly above the plateau) are excluded as there is no
reason for such high values except low bin entry numbers.

Figure 5.9 displays the total BST efficiency as measured with the DIS event selection versus the
radial position of the corresponding SpaCal cluster. The histograms show that the simulated efficiency
is significantly above the experimental numbers. In the medium r-range of the data distribution the
mean ε is slightly below 90%. This can be expected from and is in accord with the estimated average
of the stability curve of Figure 5.7 after all low quality periods have been cut out.

The efficiency distribution at its lower and upper end is dominated by a decreasing acceptance
(see Figure 5.6). Because the histogram shows only mean values in r, possible azimuthal efficiency
variations of the BST were checked as well. In fact, the result of this test showed that there are
large differences among the 16 azimuthal sections of the BST. The corresponding numbers and their
application in a MC resimulation are presented in Section 5.5 together with the results of sector-wise
noise measurements.

5.3.5 CIP efficiency

The CIP layers are tested for possible unstable periods by a procedure analogous to the BST. Deeply
inelastic scattered electrons are considered as to be in CIP acceptance if the line between vertex and
cluster center crosses both layers at a z-coordinate of greater than z = −112.5 cm. The acceptance
is displayed as function of the SpaCal cluster radius in Figure 5.10, again for the full vertex range as
well as for three different vertex sub-ranges. A small acceptance variation is observed using different
vertex ranges and there is a good agreement between the experimental data and the simulation.
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Figure 5.7: BST validation rate of DIS electrons versus luminosity fill number in 1997, displaying stability
changes over time. Only stable phases contribute to the final selection; periods like fill number ranges up to
1290 are deselected for the further analysis. The period at the beginning shows correlations with the hit bank
loss rate shown in Figure 5.8.
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Figure 5.8: Relative rate of BST hit bank loss, λBST versus luminosity fill number in 1997. Periods of
increased loss rates are used for the definition of the final data run selection.
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Figure 5.9: BST efficiency as function of radial position of the DIS electron in SpaCal. Dots: DIS data, full
histogram: DIS Monte Carlo. In the radius range higher than 25 cm acceptance effects dominate and ε becomes
unreliable. The high MC-levels in this range have no meaning.

The stability is measured as the probability to find a CIP pad-cluster pointing from the SpaCal
cluster to the allowed z-vertex range. The corresponding histogram is displayed in Figure 5.11. The
plot demonstrates a stable overall performance of the CIP chamber during the whole data taking
period. Only in a very small number of luminosity fills the measured stability rate is identical to 1.
As these high rates could be associated to noisy periods they are excluded from the further analysis.
Finally, Figure 5.12 shows the CIP efficiency for DIS electrons measured as a function of the SpaCal
radial position.

However, a detailed inspection of the CIP efficiency along the chamber’s z-coordinate showed
that there is also a variation among the pads’ individual efficiencies. Especially in the region z ≈
−40 cm both CIP layers show exceptionally low efficiencies, plotted in Figure 5.13 once versus
pad number and once versus the barycenter of the reconstructed pad-cluster. In these distributions a
sharply restricted z-vertex error turned out to be mandatory in order to establish reliable efficiency
values. Again, this is due to the predominantly flat crossing angle of the electron track w.r.t. the planes
of the pads. Small uncertainties of the measured vertex position or of the SpaCal cluster position are
sufficient to shift the calculated crossing point on the CIP surface and thus the assigned reference
pad position. Therefore, also the position of the associated BDC track had to be used instead of the
comparatively worse defined SpaCal cluster barycenter.

The most outstanding feature of the efficiency is a drop observed at around z ≈ −40 cm. It is
not described by the original Monte Carlo simulation where a uniform pad efficiency is observed.
(Figure 5.13 uses a resimulation of this MC which is described below.) In fact, the true detailed
chamber geometry and material is not exactly accounted for in the detector simulation: In the original
standard simulation the electronic responses of the pads were imitated by artificially varying the
thresholds for input signals in different areas of the CIP. Such a procedure brought the simulated
efficiencies into agreement with the experimental data available at that time [52, 53]. These studies
focussed on much steeper crossing angles of particle tracks w.r.t. the CIP pads. This could be one
reason for the differences between data and simulation found in the present analysis.
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Figure 5.10: CIP acceptance as function of the SpaCal radial position of the electron cluster candidate. Above
the transition range the acceptance is fulfilled for each cluster position in data and MC. Right: acceptance under
variation of the vertex range.
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Figure 5.11: CIP validation rate of DIS electrons versus luminosity fill number in 1997, displaying stability
changes over time.
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An explanation for the observed efficiency drop could be the CIP structure comprising wire sup-
ports in between two pad pairs with the numbers “19/20” and “39/40”, respectively, s. Figure 3.6.
The numbering starts with “0” as the first pad on the −z-end side of the chamber. The wire supports
are made out of a combination of the materials Araldit and Stesalit, shaped in a small block of about
5 mm width in z. These blocks separate the pads at the positional numbers given above and they
support the anode wires [54]. This means that the wire support at the first pad pair (19/20) could
affect the electric field shape, charge distributions and by that the charge detection at this position of
the chamber. The efficiency loss as measured in [53] is comparable to the drop visible in Figure 5.13.
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Figure 5.12: CIP efficiency as function of the SpaCal radial position of the electron cluster candidate.

Correlated efficiencies

This previous finding leads to an investigation on correlated efficiencies between pads adjacent in the
z-coordinate. The method is to ask for one active pad before one adjacent pad is tested for its signal
probability (or its efficiency). The correlated efficiencies κi±1,i are defined as

if pad i − 1 active, then : κi−1,i =

{
1 if pad i active
0 if pad i inactive

(5.6)

if pad i + 1 active, then : κi+1,i =

{
1 if pad i active
0 if pad i inactive

. (5.7)

The averaged rates of κi±1,i are histogrammed for each layer in Figure 5.14. In both cases a straight
line, given by a precise vertex position and a BDC-track, is required to cross the pad with the posi-
tional number i. The event is used for the efficiency measurement if either pad i − 1 or pad i + 1 is
active. If this is the case pad i is probed whether it was active or not. The result (0 or 1) yields the
event’s contribution to the (averaged) κ. In this way a sensitive test is performed on differences in
correlated pad activity in data and MC, which is independent of the different mean pad-cluster widths
in data and MC; refer again to Section 5.2.3 or Figure 5.4. A sharp efficiency drop of pad number 19
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Figure 5.13: CIP efficiency as function of pad number (histograms left column) and pad-cluster barycenter in
z (right column) corresponding to the position where the DIS electron trajectory crosses the CIP surface. Pad
numbers are counted from the negative chamber end starting with number 0. The behaviour of individual CIP
pads has been resimulated after the standard simulation to match the data efficiency drop around pad 20.
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Figure 5.14: Correlated CIP pad efficiencies as function of pad number corresponding to the position where
the DIS electron trajectory crosses the CIP surface (explanation see text). Pad numbers are counted from the
negative chamber end starting with number 0. Individual CIP pad efficiencies have been resimulated in the
MC.
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is observed for κi−1,i down to values of 50. . .60%, and also a smaller but still significant reduction
is present in pad number 20 for κi+1,i. This result demonstrates again that the wire support material
effectively reduces activity correlation between these pads.

In order to achieve the same result for the Monte Carlo a resimulation has to be performed on
the analysis level applying the measured correlation values for ipad = 19, 20. For this purpose the
generated and, thus, exact particle track vector is taken from event generator information (stored in
parallel with the reconstructed event variables) and it is extrapolated precisely to the CIP surface. In
this calculation the linear system �rCIP = �v + λ · �ue has to be solved for the parameter λ, where the
simulated vertex position �v and the unity vector �ue of the electron momentum are used. �rCIP is con-
strained to point onto the CIP surface using the respective CIP radius. The vertex (x, y)-components
(0.3 and 0.4 cm) cannot be neglected but have to be included in �v.

Provided the track crosses the volume of the wire support block within its z-width of 5 mm, the
signal of the pad being traversed by the particle is set to inactive in the simulation. In fact, this
treatment effectuates a similar pad- and pad-cluster-efficiency in data and Monte Carlo. But still
some differences remain especially for the correlated efficiency of pad number 20.

5.3.6 BDC efficiency

The whole radial range of the BDC can be regarded as acceptance area. The active drift cell volume
of the chamber begins at the inner radius of 6.3 cm which is well below the BST radial acceptance
essential for the vertex determination and particle identification in this analysis. The outer radius
ends at 71 cm by which the full backward calorimeter front side is covered. Again, the DIS event
selection serves as input to this efficiency measurement. For this purpose it is tested whether a BDC
track element has been reconstructed as a link between the vertex and the cluster in the backward
calorimeter. As an essential track property it is required that

Nhits,BDC ≥ 4 (condition 1)

associated track hits, out of eight at maximum, are found in one track link. These data are taken from
the reconstruction program BDCLEV (Section 5.2.1). In addition, in an alternative cut the minimum
hit number has been raised to tighten the condition:

Nhits,BDC ≥ 6 (condition 2) .

The result of both tests is displayed in Figure 5.15. The comparison shows that the weaker condition
gives a high and quite smooth efficiency distribution, while the second condition suffers a strong
discontinuous shape ranging around r = 24. . .32 cm. In addition, for the outer position radii a 10%
efficiency reduction is observed compared to the inner drift cells. For these reasons the first condition
is chosen for all further measurements. With this criterion only around r = 25 cm a small deviation
between data and Monte Carlo remains which is attributed to the problems related to the transition
cell as discussed in Section 5.2.1. The stability is monitored in Figure 5.16, it demonstrates a steady
overall performance.

5.4 Electronic noise

Subdetector noise can have different sources such as cross-talk from the diverse surrounding elec-
tronic components, especially in the very first stages of the signal path. It can also be induced by the
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Figure 5.15: BDC efficiency measured versus radial position r in SpaCal using DIS electrons. Left: with
“≥ 4 hit”condition, right: with “≥ hit 6” condition. A strong efficiency drop is observed in the range of the
BDC transition cell at r = 25 cm.
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Figure 5.16: BDC stability measured versus run number during the 1997 data taking. Left: “≥ 4 hit”condition,
right: “≥ hit 6” condition. The low values during the start-up phase are caused by usual chamber instabilities
which can be cause by high voltage, gas-mixture or data readout problems.
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subdetector’s own amplifiers due to electronic noise or possible instabilities of the supply voltages.
In fact, during the last one and a half years of the BDC operation (ending with data taking of 2000)
several failures of the chamber’s power supplies were discovered. The consequence was in most of
the cases a 50 Hz noise on the low voltage power lines due to thermal overload of capacitors and the
appendant rectifiers. These signals overlaid directly quasi as “common mode”-noise to all readout
channels of the corresponding double layer modules, i.e. a quarter of all readout channels (one chan-
nel is understood as one wire in the digital readout branch or a set of eight wires in the analog readout
branch, see Section 3.2.3). The effect was clearly visible in the low level data quality diagrams (“L4-
histograms”), regularly checked during the data taking, such as in overall channel maps where large
groups of channels faked increased numbers of hit entries. Also for the other relevant subdetectors
periods of increased noise level occurred, e.g. in the beginning of the 1997 data taking period for the
BST including coherent noise effects.

5.4.1 Noise measurement

Besides the exclusion of known low-quality runs as assigned by subdetectors experts and analysis
groups, a separate test for possible noise affecting this analysis has been carried out. Again, the high
statistics DIS event selection over the whole standard 1997 data set has been used for this purpose.
The method of the noise level determination is realized by constructing a new artificial cluster-position
different from the original high energy DIS electron e.m. cluster. Then this position is transferred to
the standard search for tracks and active-pads (CIP). These data are stored in parallel to the first
selected DIS electron as it would be the case for a real second cluster. Any track- or hit-signals which
are recorded for this pseudo-cluster, for which no signal is expected, are interpreted as an effect of any
kind of noise source. This principle is applied to all relevant subdetectors of the Compton analysis.

e

N

x

y

track hits

noise hit(s)

Δϕ=120◦

SpaCal plane:

Figure 5.17: Principle of the noise measurement: the position of a DIS electron in the SpaCal azimuthal
plane is rotated by 120◦ in order to obtain a new artificial cluster position “N”. The new coordinates define the
reference position from which track signals are searched for. Regular track hits of a BST electron as well as
noise hits are indicated as segmented arcs in this radial view.

The new position N of the virtual cluster is defined by a rotation of the DIS electron coordinates
around the z-axis by

Δϕ = 120◦,
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while the original electron polar angle is kept. The shift in azimuth is chosen high enough in order to
avoid possible overlap with track signals caused by the true electron along its trajectory. This could be
the case, for example, due to the large angles covered in azimuth by a subdetector’s ϕ-segmentation.
This is especially important for the CIP, while the BDC is less concerned in this context since tracks
can be reconstructed with a ϕ-resolution much better compared to the size of azimuthal segmentation.

Secondly, the azimuthal shift was set to a value different from 180° to avoid signal detection
in spurious back-to-back topologies, such as for example in a Compton event which – because of
its similar calorimetric appearance with a high energetic cluster – could still enter the DIS sample.
Such a possibility is already suppressed by the DIS event selection implying that only a very small
calorimetric energy is permitted besides the actual electron candidate.

The result of this study is shown in Figure 5.18 for the relevant subdetectors. There is an increased
noise level for the BST in the first run number range (up to 184000) of the order of 20%. For the re-
maining data set a lower plateau of 5% is visible. The CIP noise is of the order of 2-3% at maximum.
For the BDC the discussed method cannot be applied for noise level measurements. The reason for
this is the complex structure of the cluster finder program (QESCAT) which requires a true recon-
structed SpaCal cluster. A corresponding procedure would require major program code modifications
in order to let it accept the parameters of an user-defined artificial cluster.

5.5 Application to Monte Carlo

The measured subdetector properties are now implemented to resimulate the existing Monte Carlo
event by event. Technically this is achieved by using a set of boolean variables which represent track
signal flags assigned to each of the e.m. cluster candidates. The flags are initially set according to
the reconstructed subdetector signals depending on whether a track- or pad-cluster signal has been
detected or not. For experimental and simulated data the values for all flags are determined from the
same set of reconstructed variables which passed the same calculations of the analysis chain. The
raw signal flag Si

d,0, produced from a subdetector d and assigned to a SpaCal cluster i, is set to the
boolean value TRUE if the particle is regarded as electron-like, i.e. if a track signature was found.
This can occur for both a true electron or a converted photon. If there is no such signal the flag default
value FALSE is kept. In simulated events these signal flags are overwritten by new random (boolean)
variables which are generated according to the measured differences between data and simulation.
The calculation of the probabilities which are fed in to software random generators producing the
random variables is described in this section.

For the BST and the CIP different procedures have to be applied. While the BST reconstruction
returns fixed, geometrical tracks, the CIP response is made up of a list of active pads, which are
combined to pad-clusters only in a late phase of the analysis chain. At this point BST tracks cannot
be modified anymore without going back to the “hit level”. Thus, to account for some inefficiency
a given BST track validation is negated, whereas single CIP pads are marked randomly as inactive
before the pad-cluster formation takes place. The opposite, namely switching the track signal flag to
TRUE, is applied to resimulate the effect of detector noise.

The complete resimulation of the original track signal Si
d,0 for a cluster i can be written in the

boolean equation

Si
d = Si

d,0 ∧ Ei
d ∨ S̄i

d,0 ∧ Ni
d (5.8)

where Ei
d and Ni

d represent the random flag variables for efficiency and noise, having the default val-
ues TRUE and FALSE, respectively. In the case of the BST the variations of the azimuthal efficiency
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Figure 5.18: Total noise rates for the subdetectors BST (upper plot) and CIP (lower plot) as a function of
luminosity fill number in the year 1997. The BST noise diagram reveals strong peaks and bursts at low fill
numbers and otherwise a nearly constant level of 5%. The CIP shows a constant behaviour over the whole
period.
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values are resimulated according to the efficiency ε(ϕi), where the argument ϕi is taken from the
original calorimeter coordinates of cluster i.

According to Eq. 5.8 a subdetector signal Sd,0 = TRUE appears in the effective signal Sd as
FALSE if the efficiency flag Ed is reset. The probability for setting Ed randomly to FALSE, account-
ing for the different measured efficiencies ε in data and MC, is calculated like:

pE→FALSE = 1 − εdata

εMC
. (5.9)

On the contrary, when Sd,0 is FALSE, i.e. if no track was reconstructed, noise could still contribute
by generating N = TRUE. N is randomly switched into the active state with a probability determined
by the measured noise probabilities η as

pN→TRUE = 1 − 1 − ηdata

1 − ηMC
. (5.10)

In this case an artificial track is created which points on the z-axis to a random value zNoise in the
nominal z-vertex range. The zNoise of these generated tracks have a flat distribution.

In Figures 5.21 and 5.22 the Monte Carlo values of εBST and ηBST before and after the resimu-
lation are displayed together with the experimental values for each BST ϕ-sector in DIS events. The
plots illustrate for the experimental data the distinct efficiency changes from sector to sector as well as
the varying amounts of noise. The measurements suggest that there is no obvious correlation between
sector-wise changes in inefficiency and noise.

The corresponding measurements for the CIP did not reveal any large azimuthal variations. There-
fore, the small inefficiency difference between data and Monte Carlo was accounted for in the res-
imulation by a global probability-factor applied independently of geometrical parameters. The CIP
efficiency drop of the CIP pads “19/20” was discussed earlier in Section 5.3.5; the inefficiencies are
corrected according to the above equations. A summary of the overall noise rates for BST and CIP
with and without resimulation are shown in Figure 5.19. The BST sector-wise efficiencies during the
data taking are presented in Figure 5.20.
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Figure 5.19: Total noise rates for the three tracking detectors, determined from the DIS event selection. Only
for the BST the noise has to be added in a MC resimulation. The method of the noise measurement (see text)
cannot be applied in the case of the BDC. The dashed histogram indicates the noise generated by the original
standard simulation.
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Figure 5.20: BST efficiency measured for each of the 16 BST ϕ-sectors versus luminosity fill number, using
all run deselections explained in the text.
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Figure 5.21: BST inefficiency 1-εBST in ϕ-sectors (0. . .15 = 0. . .2π). The original MC values (dashed
histogram) are nearly zero or small. Agreement with data levels is achieved by resimulating the sector-wise
inefficiencies according to Eq. 5.9.
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Figure 5.22: BST noise η in ϕ-sectors (0. . .15 = 0. . .2π). The original MC contains no noise contributions
(dashed histogram). Data–MC differences are resimulated sector-wise according to Eq. 5.10.
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5.6 Vertex selection for Compton events

In contrast to deep inelastic scattering events the vertex position in QED Compton events has to be
calculated with an own scheme because of a potential unreliably reconstructed standard vertex. To
allow a consistent transition between the elastic and inelastic channel, the vertex is determined in all
events using the Compton-electron. As long as the electron identity is not yet fixed during the analysis
of one event both Compton particles can, in principle, deliver the z-vertex position. This means that
all possible ep vertex positions have to be kept until the identification decision, acting as the final cut,
has been made for the event.

The vertex position is determined either by the BST reconstruction which returns the z-vertex by
extrapolation of the corresponding track link of the SpaCal cluster towards the beam axis. Or by the
CIP where the vertex is derived by an extrapolation of the associated pad-cluster position towards the
beam line. In the linear equation �xCIP = �v + α(�c − �v), where �xCIP points to the CIP crossing of the
particle trajectory, �v is the vertex with its x, y components fixed by their known average values for
each run, and �c represents the cluster position. All vectors are measured in H1 coordinates. Thus, the
(x, y)-components of �xCIP are constrained by the given CIP radius r2CIP = x2

CIP + y2
CIP since the

CIP is part of the central tracking device and its internal coordinates are automatically H1 coordinates.
The vertex solution vz follows then together with the parameter α and the azimuth of xCIP and yCIP.

As an essential analysis prerequisite it was required that as long as there is no decision about the
final vertex position, “double” vertices must be separated by not more than Δz = 10 cm. In any case
it is mandatory that mutual vertex compatibility among the two clusters is fulfilled: this means that at
least one combination must exist in which one cluster is in the acceptance range of some subdetector
under the assumption that the z-vertex position calculated with the other cluster is the z-vertex of the
considered event. If none these conditions is fulfilled the event is rejected from the further analysis as
well as from the photon conversion rate measurement. Figure 5.23 shows the difference distributions
of Δz = zc0 − zc1 in case two vertex positions could be reconstructed using the clusters c0 and c1,
one of which being in the acceptance of BST and CIP.

cip 1
-z

cip 0
z

-40 -30 -20 -10 0 10 20 30 40

ev
en

ts

0

10

20

30

40

50

60

70

80

90

cip 1
-z

cip 0
z

bst 1
-z

cip 0
z

-40 -30 -20 -10 0 10 20 30 40

ev
en

ts

0

1

2

3

4

5

6

7

8

bst 1-z
cip 0

z

bst 0
-z

cip 1
z

-40 -30 -20 -10 0 10 20 30 40

ev
en

ts

0

50

100

150

200

250

300

350

bst 0-z
cip 1

z

bst 1
-z

bst 0
z

-40 -30 -20 -10 0 10 20 30 40

ev
en

ts

0

50

100

150

200

250

300

350

bst 1-zbst 0z

Figure 5.23: Distributions of the difference of the z-vertex positions between the two Compton clusters for
each subdetector combination (index 0 means first cluster with highest energy, index 1 means second cluster).
A cut is imposed requiring |Δz| < 10 cm.
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5.6.1 Vertex resolution

The vertex resolution was measured using the event vertex of the DIS sample as reference. The distri-
butions of its difference to the vertex position, as determined by using subdetector track information,
are shown in Figure 5.24. The CIP determined vertex demonstrates a lower resolution than the BST
based vertex, as one expects due to the CIP pad width; the corresponding distribution for the BST is
considerably narrower. As rough estimators Gaussian fits are applied in both distributions, resulting
in the widths

CIP: σMC
z ≈ 1.3 cm, σdata

z ≈ 2.2 cm BST: σMC
z ≈ 0.45 cm, σdata

z ≈ 0.6 cm. (5.11)

The clear deviation of the shape between data and MC in the case of the CIP again shows, again, the
difficulty to reconstruct a backward track with only two sensitive pad layers present in the CIP. On the
other hand, as the influence of unrelated tracks of the hadronic final state to the pad-cluster algorithm
or simulation details is hard to estimate, both data and MC resolutions are still of comparable orders
of magnitude. The width in the CIP data distribution will be used to estimate the systematic error
to the final results. In order to achieve a better agreement between data and MC, the corresponding
efficiencies or part of the algorithm in the H1 detector simulation program would have to be adjusted.
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Figure 5.24: Resolution of z-vertex for the subdetectors CIP (left) and BST (right). The distributions are
measured by using the DIS event vertex as reference (dots correspond to data, histograms to MC; MC has been
normalized to data).

5.7 Photon conversion

With an ideal detector without passive material where photons would not convert into electron-
positron pairs the identification of the two QED Compton clusters could be easily achieved by the
detection of only one track associated to one of the clusters. In the real experiment only a part of
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the events have a signature in which a clear track based distinction between an electron and a photon
cluster can be made. In the remaining events conversion takes place such that both clusters are accom-
panied by a track signal. In order to correct for this possible effect equally in data and Monte Carlo
a measurement has to be made of how many photons interact by conversion in the space between the
event vertex and the calorimetric detection of the photon. This is studied in the following sections by
comparing simulated and experimental events of the Compton selection described in Section 4.2.1.
The final run selection as determined in the efficiency studies with DIS data of the previous sections
applies now.

As pointed out in the beginning of this chapter the simulation of the backward region had been
improved in an earlier study [36] with a detailed implementation of passive material like electronic
readout devices, cables, support structures and cooling devices. Especially the inhomogeneity of these
different materials was refined representing much better the actual spatial distribution of the material.
In simulated events the identity of all generated particles is known. This allows to determine the level
of conversion by Compton photons to be expected in the experimental data. The study mentioned
above indicated that the amount of passive material is still not completely accounted for in the current
standard simulation. Therefore, it is necessary not only to rely on the simulation but also to probe
the amount of conversion from real data for comparison. Possible differences of such a measurement
between experimental and simulated data can then be used accordingly for a resimulation of the
simulated data. In such a case the hit- or track-variables, associated with the Monte Carlo photon
cluster, have to be modified using random variables on a calculated fraction of the events.

5.7.1 Passive material in the backward area

The backward region of the H1 detector contains subdetectors for the accurate measurement of the
polar angle and energy, especially that of the scattered electron. At the same time the space between
the sensitive parts of the detector also contains passive material for the supply of central components
as described in Section 3.2.2. A cutting view through the detector is shown in Figure 5.25 to illustrate
the arrangement of the components. It also indicates the density of passive material located especially
at the −z-ends of the central tracking devices. In fact, a former study by H1 ([44]), aiming at an im-
provement of the energy measurement in the backward calorimeter, demonstrated that details of the
structure of the passive material distribution are visible in the BDC charge depositions resulting from
pre-showering processes of DIS electrons passing the material in front of the BDC. As Figure 5.25
shows, such a projection reflects several structural elements, such as ϕ-symmetric arrays of preampli-
fier cards from the CJC, end flanges and electronic boxes from CIP and COP. In addition structures
can be seen which represent projection images of the cooling pipes of the silicon trackers CST and
BST, as well as cable channels for CIZ around ϕ ≈ 0. In the figure the BDC charge is measured and
displayed in arbitrary ADC‡ units.

The first implementation of passive material in the detector simulation did not account for all the
different materials. At that time the major components were integrated using averaged values of
radiation lengths. Structural details were largely disregarded. In a further study [36] the situation was
re-evaluated and the detector simulation was extended in 1998 by additional amounts of material. The
simulation contains the detailed structure of the subdetectors as well as their support and supplying
parts, especially for the −z-wall of the CTD and the multi-layered chamber walls of the BDC.

‡Analog-to-digital converter.

73



5.7 Photon conversion 5 PARTICLE IDENTIFICATION

 

0 5000

10000

15000

20000

25000

30000

35000

40000

x / cm

y / cm-80

-60

-40

-20 0 20 40 60 80-80
-60

-40
-20

0
20

40
60

80

Figure
5.25:

A
side-view

ofthe
H

1
detectorbackw

ard
region

from
a

technicaldraw
ing

(leftpart),the
lines

indicate
the

polarangle
in

steps
of10°.T

he
rightside

represents
a

m
ap

of
the

averaged
electric

charge
deposited

by
D

IS
electrons

traversing
the

B
D

C
plane

at
z

=
−

146
cm

.T
he

coloured
scale

gives
a

m
easure

for
the

charge
deposition

in
an

arbitrary
unit[44].

74



5 PARTICLE IDENTIFICATION 5.7 Photon conversion

5.7.2 Photon identification

An unequivocal identification of the photon in reconstructed data is hampered by the fact, that it is
impossible to distinguish between a track caused by an electron and one (or more) close tracks orig-
inating from photon conversion or pre-showering. This means that a more reliable and independent
criterion is required for the decision about which of the two clusters is the electron. The absence or
presence of a track signal associated with one cluster cannot be used since this is the property one
wants to measure also with the remaining cluster (the photon).

One criterion could be for example to demand well determined track elements from two different
subdetectors along a trajectory of one cluster in order to identify it as an electron and the other
cluster consequently as a photon. The quality of the result will then depend directly on the amount
of misidentification introduced when the decision for the electron fails due to the fake signal from a
photon that converted already in front of both subdetectors of which the track elements were taken.
The rate of mismatching the identity of both clusters with this method is difficult to estimate. But at
least for comparison such an attempt is made and corresponding results for BST and CIP are given
below.

Alternatively, if only global corrections are desired for each separate subdetector, averaging the
measured conversion rates over geometrical properties like the photon polar angle and azimuth is
acceptable. This allows an important control of the first method which aims at and relies on explicit
particle identification. Instead, the second type of measurement is realized by determining the number
of events in which both Compton clusters 1 and 2 give a track or hit signal (S) relative to the number
of events in which at least one cluster has a track or hit signal:

εγ =
N(S1 ∧ S2)
N(S1 ∨ S2)

. (5.12)

The quantity εγ is assumed to measure the response probability for photons. This method does
not rely on particle identification and yields an integrated conversion rate. In fact, with such an
approach a distribution of the conversion rate can be extracted from the event sample without losing
too much spatial information (e.g. the SpaCal radial position), provided both cluster positions have
been scattered into a similar range of the polar angle. However, such an additional requirement
reduces the resulting statistical reliability sizeably.

5.7.3 Conversion between vertex and subdetectors

The event samples used for the conversion measurement are the same as established for the com-
plete Compton analysis. Only the final identification decision separating electrons from photons is
not performed at this point. This is clearly necessary because after some identification procedure the
fraction of converted photons in the selected events will be very low; the remaining fraction of con-
verted photons would not reflect an absolute conversion rate. The results of the efficiency and noise
level measurements are included and applied to the boolean signal flags of both Compton particles in
Monte Carlo events.

Another input condition for this study is the exclusion of inelastic events by applying the corre-
sponding cuts discussed in Section 4.2.2. This is done to ensure that as few as possible (charged)
particles of the hadronic final state overlay by chance to the measured rates. However, the magnitude
of this effect is expected to be low.
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BST

Two approaches for the BST conversion rates are plotted in Figure 5.26 as function of the SpaCal
radial position. In the left plot events are selected with one cluster within the CIP acceptance range and
the other cluster within the BST acceptance. For the CIP-accepted cluster an electron-like validation
is asked for while the BST response is left open. The average validation rate for the BST-accepted
cluster is drawn versus its SpaCal radial position. This type of “mixed” rate-definition (i.e. using
BST and CIP) implies that also converted photons might be present on the CIP side while there is an
electron which traverses the BST. Hence, tracks of true electrons or noise effects can contribute to the
observed rate on the BST side as well. The order of magnitude of both effects can be estimated by the
difference from the Monte Carlo rate to the rate observed by the true photon overlaid as light coloured
histogram in Figure 5.26. The information about which SpaCal cluster in the MC event represents the
true original photon is, in this case, taken from the generator. The reconstructed rates in MC and data
exhibit similar values which are for both systematically above the generator determined conversion
rate. Two adjacent data bins between 16 and 18 cm remain a bit higher, while the two bins around
them do agree well. This is attributed to unsettled BST noise-effects because neither one of the
MC graphs nor the passive material distribution (beam pipe) between vertex and BST give reason to
assume a discontinuous distribution of the conversion in rCluster. The overall conversion rate differs
by ≈ 5% between data and MC.

In the next step a “pure” BST rate is calculated and depicted according to Eq. 5.12 in the histogram
of Figure 5.26-right. In this case only BST-accepted SpaCal clusters can contribute. The input con-
dition is, as explained, that at least one of both clusters has been validated. Then, if both clusters are
validated the current event is considered as one with conversion. The event is filled twice with half
the event weight for each particle at its radial position. This procedure causes a smearing in r so that
possible radial features are broadened and appear less pronounced. Again, since a continuous rate
characteristics from the detector point of view is a reasonable expectation the method seems justified.
The reconstructed conversion rates of data/MC as well as the true conversion rate (obtained by se-
lecting the true photon directly from generator information) agree quite well taking into account the
statistical significance. Also, the total conversion rate measured with this method is quite close, as
data and MC do not differ by more than 2%. To summarize, the presented approaches do not indicate
major differences between MC and data.

CIP

Conversion in front of the CIP chamber is measured via the same two strategies which have already
been applied in the case of the BST: In the mixed method a cluster within BST-acceptance has to be
electron-like, while the remaining cluster has to be in the acceptance of the CIP only. On the other
hand, the pure method requires both clusters in the CIP acceptance, at least one of them has to have
a pad-cluster signature. The corresponding histogram is filled for this case twice with both particle
radii, each receiving the half event weight. Both results can be viewed for Figure 5.27.

Again, the rate distributions indicate for both methods a good agreement for data and MC, regard-
ing both r-dependency and the integrated conversion rate. This can be noticed especially in the pure
“CIP-CIP” case.

BDC

The backward drift chamber is treated slightly different compared to the other detectors. In fact, two
approaches exist for the conversion measurement. The pure method can be applied obviously in the
same manner. But the mixed method offers the possibility to realize explicit particle identification
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Figure 5.26: Photon conversion probability εγ in front of BST versus SpaCal radial position, left: combined
method BST-CIP, right: BST-only. The total conversion rate is given as a number for data and MC. The light
coloured histogram represents the MC conversion rate of the true (generated) photon.
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Figure 5.27: Photon conversion probability εγ between vertex and CIP versus SpaCal radial position, left:
combined method CIP-BST, right: CIP-only. The total conversion rate is given as a relative number for data
and MC in each histogram. The light coloured histogram shows the MC conversion rate determined with the
generated photon.
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before both Compton particles reach the BDC, namely by asking for opposite track signals in BST
and/or CIP depending on the actual event topology.

It can be expected that the two methods measure different response probabilities. In the pure
method (“BDCpure”), which uses exclusively the BDC no difference is made about where the photon
converted along its path from the event vertex up to the chamber’s front side where tracking starts. In
the other case the particle identification itself takes place much closer to the vertex where already a
part of the total radiation length has been traversed by the photon. Since BST-/CIP-identified events
define this way an event sub-sample in which the photon cannot have converted up to one of these
detectors, any conversion measured afterwards must have occurred between the first two tracking
devices and the BDC. In other words, the measured rate is caused by the passive material distribution
in the CTD-BDC interspace only. As such it is expected to be lower in comparison to the BDCpure

rate.
The results of the respective methods are shown in Figure 5.28-left (mixed) and right (pure).

While the MC reconstructed and ’generated’ rates behave nearly identical in dependence of the cluster
radius, a systematic and – in the lower r-bins – a significant difference can be asserted for the photon
conversion in data. This can be regarded as an indication for a still incomplete implementation of
passive material in the CTD–BDC interspace. While the different measurement methods give similar
results concerning the pronounced deviations between data and MC the overall rate is, in fact, higher
for the BDCpure measurement. The distributions indicate a typical increase of up to 10. . .15% in this
case.

r / cm

0 10 20 30 40 50 60 70 80

-c
on

v
γε

0

0.2

0.4

0.6

0.8

1
QEDC data

COMPTON 2.14

C-2.14 generated

r / cm

0 10 20 30 40 50 60 70 80

-c
on

v
γε

0

0.2

0.4

0.6

0.8

1

QEDC data

QEDC MC (re-sim.)

r / cm

0 10 20 30 40 50 60 70 80

-c
on

v
γε

0

0.2

0.4

0.6

0.8

1

2 ~ r1QEDC data, r

2 ~ r1QEDC MC,  r

Figure 5.28: Photon conversion probability displayed versus SpaCal radial position. Left: Measured between
BST/CIP area and the BDC. The dashed histogram represents the true rate conversion extracted from generator
information. Electron/photon identification was imposed by using track information of both particles only in
front of the BDC. Middle: same as left after applying a resimulation to the MC. Right: Conversion between
event vertex and BDC (without resimulation of MC) measured by requiring that the SpaCal radial positions of
both clusters do not differ by more than 10 cm. Radial features become identifiable with both methods.
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5.8 Electron–photon identification

The determination of the leptonic event kinematics in QED Compton interactions requires the iden-
tification of the electron among both leading electromagnetic clusters. After the measurement of
individual subdetector efficiencies and photon conversion rates in front of them, these results can
now be used to test different identification schemes against each other in terms of their efficiency and
degree of purity of the identified electron photon pairs.

5.8.1 Radial configurations

In the first approach aiming on particle identification in QED Compton events it seemed reasonable
to divide the event selection into separate samples according to the radial position ri of each Comp-
ton cluster i within the SpaCal calorimeter, i.e. ri = ri(zclus). This method is motivated by the
experimental setup: neither CIP nor BST offers acceptance over the full backward calorimeter radial
diameter. Instead, there is an acceptance transition between BST and CIP around ri ≈ 25 cm above
which the BST acceptance steeply decreases while that of the CIP increases. This situation suggested
to introduce a rough criterion for classifying the event topology by checking whether ri was below
or above this threshold. The idea was supported by the irregularities of the backward chamber’s
efficiency in exactly this r-range (“event migrations” [58]), and the specialties of the transition cell
structure of the BDC, s. Section 3.2.3 and 5.2.1. For the first studies in this field the “transition region”
in r = 19. . . 25 cm (region “1”) was treated as a separate topological part. Together with the ranges
below 19 cm (region “0”) and greater than 25 cm (region “2”) there were in total six topologically
different sub-samples of the full Compton selection (two particles distributed in three different areas).
However, this method neglects the finite vertex range such that the acceptance limits, measured as
function of r, do strongly shift depending on where the event vertex zvtx is actually localized. In this
way it is not possible to make meaningful statements about specific detector properties in different
r-regions, especially concerning the intermediate region “1”.

In parallel it was found that the BDC, due to the total strength and uncertainties of the photon
conversion just in front of this tracker, is not well suited for the use in the identification procedure.
Both aspects, acceptance and conversion (near the BDC), changed the further study to not follow this
way. Instead the number of regions were reduced to two:

region 0 : ri < 25 cm region 2 : ri > 25 cm .

The regions correspond predominantly to the acceptance range of the BST and to that of the CIP,
respectively. Although they are not used for probing acceptances these regions still classify roughly
the event topologies and are applied for the identification process. They are also used for monitoring
control distributions of several quantities in these regions.

The radial subdivision leads to three different configurations depending on the SpaCal cluster
positions:

→ configuration “c00” or “BST-BST”: first and second cluster in BST acceptance.

→ configuration “c22” or “CIP-CIP”: first and second cluster in CIP acceptance.

→ configuration “c02” or “CIP-BST”: one cluster in BST acc., the other in CIP acc.
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5.8.2 Identification algorithms

For the decision about which of the Compton clusters is accepted as the validated electron – and
thus which of them is the photon – the detector track signals are available. Because refined track
properties (e.g. number of hits, etc.) do not carry decisive information only the presence or absence
of a track is used. The corresponding boolean quantity is regarded as equivalent for both electron and
photon. This means, a positive electron track indication (flag equals TRUE) has the same weight in
identification decisions like the positive indication caused by one of the daughter tracks of a photon
conversion process. The conditions for the flags assigned to a SpaCal cluster i are defined for the
detectors as:

BSTi : reconstructed track(i) = YES ∧ RSPi < 1.5 cm, (5.13)

where RSP is the radial distance (in the H1 coordinate system) between the SpaCal cluster barycenter
and the BST track in the SpaCal plane at the cluster z-position. For the CIP the condition is

CIPi : reconstructed pad−cluster(i) = YES ∧ npad,i < 7, (5.14)

where npad,i is the number of active pads contained within one layer of the reconstructed pad-cluster.
All other pad-cluster related conditions discussed in the CIP track reconstruction section (geometrical
cuts which define the cluster formation) apply as well. Finally, for some numerical considerations
involving the BDC also the first of the discussed BDC hit conditions holds in the following.

As shown earlier in the example of the BDC-ID the quality of the particle identification is not only
affected by detector efficiencies, but also by the probability that the Compton photon appears as an
electron. This means, the expected probability of mismatching the identities of both particles (i.e.
taking the true electron for the photon and vice versa) depends on the chosen combination of flags.
Such a combination will be called an identification- or ID-algorithm. The question arises which
algorithm offers the lowest possible mismatching rate.

The general situation is that one Compton particle, electron or photon, traverses two backward
tracking detectors, these are: either BST and BDC, or CIP and BDC. In addition, there are three
different main topologies found in Compton events, namely those previously defined as c00, c02,
and c22. The quality of an algorithm can, thus, be calculated for each of these cases. The following
paragraphs discuss alternative possible identification schemes. For better readability of the efficiency
representations the tracking detectors are numbered using the subscripts 1, 2 or 3. The description
of response probabilities, as applied already in the discussion about the BDC identification mismatch
rate, is used again. Measured values for the particle response probabilities obtained in the previous
sections will be used to estimate the total yield- and misidentification-rate for the schemes.

Algorithms for c00 and c22

Both Compton particles are in acceptance of the same two tracking detectors denoted as 1 and 2,
where 1 is the label of the detector next to the event vertex (this is either CIP or BST), and 2 denotes
the BDC.

I) “1 or 2”: This scheme tries at first detector 1 in order to give a definite decision on the particle
identity by comparing its assigned flag variables, one for each Compton cluster. If both variables
have different values the decision is accepted as final and the cluster with the active track signal flag
is regarded as the electron, the other (flag equals FALSE) is assigned the photon identity. But two
cases remain for which a decision cannot be made, namely if both flags are FALSE or both are TRUE.
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Then, and only then, one proceeds to detector 2 which is probed in the same way as detector 1. This
method, denoted here as “1 or 2”, has the advantage that the first tracker is less affected by conversion
effects because it is closer to the vertex as compared to detector 2, the BDC. The total rate of eγ
validated events is given by the expression:

pI = p+−
1 + p−+

1 + (p++
1 + p−−

1 ) · (p+−
2 + p−+

2 ), (5.15)

where the indices 1 and 2 refer to the corresponding detectors and the signs follow the convention
used in Section 5.3.1 and Eq. 5.2 (first sign indicates the electron signal, the second one the photon).
Because of the special dependence imposed by this algorithm, probability correlations have to be kept
in mind as two different photon conversion rates are involved: the total rate and the one measured
between detectors 1 and 2. In each of the cases p++

1 and p−−
1 the probability products p+−

2 and p−+
2

have to be resolved separately into terms which account for this effect:

pI = p+−
1 + p−+

1 + p++
1 · (p+−

2 + p−+
2 ) + p−−

1 · (p+−
2 + p−+

2 )

= p+−
1 + p−+

1 + p++
1 · (pe

2 pe
2 + pe

2 pe
2) + p−−

1 · (pe
2 pγ

2′ + pe
2 pγ

2′ pe
2), (5.16)

where the variable pγ
2′ = pγ

2 − pγ
1 has been introduced. The systematic misidentification δpI is

expressed by the terms containing the electron-like cases of the converted photon, i.e.

δpI = p−+
1 + p++

1 · pe
2 pe

2 + p−−
1 · pe

2 pγ
2′ pe

2 . (5.17)

II) “1 & 2 as one”: In this scheme all combinations of flag states are chosen in which one detector
validates the electron and the other confirms the identity of the photon at one “significance level”
lower. This means the significance of the photon identity is required to be “stronger” if the indication
for the electron is “weaker”. In other words, the two detectors under consideration are regarded as
one physical tracking device with a varying total track quality. The method also becomes clear in its
algebraic notation of the total expected validation rate:

pII = pe
1 pe

2 pγ
1 pγ

2 + pe
1 pe

2 pγ
1 pγ

2 + pe
1 pe

2 pγ
1 pγ

2 + pe
1 pe

2 pγ
1 pγ

2

+ { same terms with labels e ↔ γ switched } (5.18)

The first two products require one track flag to be positive while those two flags assigned to the
remaining cluster have to have negative flags. The misidentification rate δpII is given by the second
sum { . . . } in 5.18.

III) “1 eq 2”: The simplest and sharpest criterion for the eγ identification using two tracking detectors
is that a track signal has been reconstructed in both detectors associated to one SpaCal cluster, while
for the other cluster no signal is permitted at all in any of the detectors. Thus, the flag combination
must be equal for each tracker. The total fraction of events selected this way can be written as

pIII = p+−
1 · p+−

2 + p−+
1 · p−+

2 . (5.19)

Again, the second term denotes the probability by which cluster pairs are mismatched.

In all above calculations I)-III) the relative misidentification rate ρ = δp/p characterizes the over-
all quality of the respective algorithm. For the full detection efficiency of converted photons the usual
track efficiency has to be multiplied, in principle, with the conversion probability. This additional ef-
ficiency factor was neglected for the reason of simplicity: It is assumed that εtrack(conv. γ) = 1 and
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that only the conversion probability itself contributes. In this way conversion rates become slightly
overestimated.

Algorithms in c02

In this type of event shape one SpaCal cluster is in the acceptance of the CIP and the other one is
in the range of the BST. In contrast to the configurations c00 and c22 an assumption has to be made
in c02 about through which detectors the electron and the photon are moving. This is necessary to
assign the correct response probabilities to the algorithm. It means one has to distinguish between
the two cases: a) “electron in CIP” and b) “electron in BST”, respectively. As a consequence of
this separation the total validation rate as estimated from both cases together depend on the actual
polar angle distributions of the Compton electron and photon, i.e. on the statistical weights of both
sub-samples. But the two validation rates a) and b) can be roughly compared under the assumption
that the polar angle distributions of both particles are not too different. Again, the BDC (now denoted
with subscript 1) is taken into account a priori for the identification. CIP and BST are numbered as 2
and 3, respectively.

IV) “1,2 versus 1,3”:
a) “Electron in CIP”. The electron is required to leave positive signatures in the trackers 1 and 2,
while the cluster to be identified as photon must have not more than one active flag: it has to have
either one in 1 or in 3, or it has to have no active flags at all. Using such a scheme yields a validation
rate for eγ pairs given by

pa
IV = pe

1 pe
2 · (pγ

3pe
3p

e
1 + pγ

3pγ
1′p

e
1 + pγ

1)

+ pe
2 pγ

2 · (pe
3p

e
1 + pe

3p
e
1 + pe

3p
e
1) , (5.20)

where pγ
1′ = pγ

1 − pγ
3 was used. The first two factors represent the electron part while the following

sum in parentheses describes the photon response probabilities. The second line gives the part of
the misidentification when the photon fakes the electron signature by conversion while the electron
completely fails to fulfil it.
b) “Electron in BST”. The formula describing the validation rate is nearly the same as Eq. 5.20 except
that the CIP and BST indices are switched:

pb
IV = pa

IV(2 ↔ 3). (5.21)

The index replacements in this formula also hold for pγ1′ which is then modified into pγ
1′ = pγ

1 − pγ
2 .

V) “1,2 versus 1,3”: In this algorithm the track signals are compared detector-wise one after the
other, analogous to the scheme I) in c00 and c22, and independent of whether a particle trajectory can
cross a detector or not.
a) “Electron in CIP”. The validation rate can directly be written down according to

pa
V = p+−

1 + p−+
1

+ (p+−
2 + p−+

2 ) · (p++
1 + p−−

1 )

+ (p+−
3 + p−+

3 ) · (p++
2 + p−−

2 ) · (p++
1 + p−−

1 ). (5.22)

Due to the limited acceptances of the BST and the CIP two factors vanish: pe3 = 0 and pγ
2 = 0,

followed by p−+
2 = 0 and p++

2 = 0, which is equivalent to using only one track indicator, associated
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with a cluster, for the identification decision without looking on the signature of the other cluster.
This increases in general the overall validation rate but can also cause large mismatching rates in
sub-samples of this selection although the total mismatch rate might appear relatively low.
b) “Electron in BST”. The description is identical to the previous case:

pb
V = pa

V, (5.23)

but instead the identities pe
2 = 0 and pγ

3 = 0 hold, implying p++
2 = p+−

2 = p−+
3 = 0. Like before

the mismatch rates are given by the sums of all those products in Eqs. 5.22 and 5.23, respectively,
containing probabilities with the “−+” sign combination.

Numerical discussion

The formulae of methods I)-V) are used to estimate typical yield and mismatch rates using the known
efficiencies and probabilities. Not all sources of misidentification are considered as for example the
influence of electronic noise. Table 2 compares the quality of the different algorithms.

Table 2: Identification algorithms with BDC included. Listed are their yields p i and mismatch probabilities as
absolute and relative rates, δpabs

i and ρi = δpabs
i /pi.

algorithm i configuration yield pi δpabs
i ρi = δpabs

i /pi

I c00 0.7451 0.1117 0.1499
I c22 0.5953 0.0307 0.0516
II c00 0.4946 0.0577 0.1166
II c22 0.4741 0.0066 0.0139
III c00 0.2401 0.0024 0.0098
III c22 0.4097 0.0001 0.0002

IV a) c02 0.6479 0.0670 0.1034
IV b) ” 0.5228 0.0241 0.0461
V a) ” 0.9941 0.0257 0.0259
V b) ” 0.8908 0.1135 0.1274

The summary table shows that there are large variations among the different kinds of identifica-
tion schemes. The worst quality in terms of eγ misidentification is given by strategy I) in the c00
configuration which has an unacceptable high systematic mismatch of 15%. In general such high val-
ues cannot be considered as useful. The overall result is that the involvement of the BDC brings too
high mismatch rates into the schemes due to the high total conversion rates in front of the chamber.
Although there are examples, like the algorithm III) in c00 and c22, which show very low ρ values
for the price of lowest yields, the majority of algorithms is more or less strongly affected by too many
converted photons. The same is true even for the algorithms of c02 where all detectors are considered
together. In this configuration, because of the a priori unknown statistical sizes of the sub-samples a)
and b), i.e. the unknown polar angle distributions of photon and electron, an overall mismatch rate
cannot be calculated for a)+b) together.
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Table 3: Particle identification mismatch rates estimated for the three main detector combinations correspond-
ing to the configurations c00, c02, and c22. The numbers are determined from Monte Carlo after its resimula-
tion (eff. and noise) using the reconstructed particle identities in combination with the true ones from generator
information.

BST-BST BST-CIP CIP-CIP total

MC 3.2% 1.4% 1.3% 1.6 %
expected 3.3% – 1.1% –

5.8.3 Reduced detector algorithm

The results of the previous section demonstrated the uncertainties introduced by using BDC track
signatures for the electron-photon identification. Therefore, a much simpler concept was chosen for
the final ID, allowing a better control and prediction of mismatching. In this ansatz the cluster related
flag variables, of CIP and BST only, are probed against each other by requiring opposite flag values.
That means, the flag definitions of Eqs. 5.13 and 5.14 apply in the elementary boolean tests

Tc00 = (BST0 �= BST1) (5.24)

Tc22 = (CIP0 �= CIP1) (5.25)

Tc02 =

{
(BST0 �= CIP1), if 1st cluster in BST
(BST1 �= CIP0), else

. (5.26)

These simplified selection rules allow to give expectation values for the relative misidentification on
the basis of the discussed efficiencies and conversion rates. The expectation values are calculated
again according to Eq. 5.4 and listed in Table 3 for comparison with the amount of the misidentifica-
tion ρtrue

MC still contained in the final set of simulated events after all selection cuts have been applied.
ρtrue

MC can be determined by making use of the true particle identity from generator information stored
together with the usual event data. The identification efficiencies in the above scheme are of the order
of 70. . .80%.

Summary: The previous study showed the difficulties in particle identification found in the differ-
ent Compton topologies. The main problematic source of misidentification is the measurable level
of photon conversion in front of BST and CIP which leads to i) a substantial rejection of Compton
events since two track validated SpaCal clusters do not allow to discriminate the electron from the
photon, and ii) misidentification as a result of the interplay of inefficiency plus noise plus conversion.
Referring again to Table 2 one sees, that the BST is affected in particular by these effects (not ac-
counting for noise). Nevertheless, the overall amount of mismatched cluster pairs is on a moderate
level of 1.5-3% using the final eγ-identification rules Tc00,Tc22 and Tc02. They will be applied for
all following analysis steps. In the majority of events the electron can be identified as the true electron
which allows to study calibration aspects, like geometrical alignment and energy, separately for both
Compton clusters. These questions will be scrutinized in the following chapter.
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6 Calibration

This chapter describes various aspects of detector calibration such as the alignment of the relevant
tracking devices and of the backward calorimeter. The Compton acoplanarity peak is exploited for
this purpose. The analysis of these properties is followed by a study on the precision of the energy
measurement of the Compton electron and photon. The last parts discuss the influence of the Compton
trigger on the event selection and, finally, a event reweighting procedure based on different vertex
distributions in experimental and simulated data.

6.1 Subdetector alignment

The central jet chambers define the fundamental H1 reference frame while all other components have
to be aligned with respect to them in order to obtain consistent measurements. The subdetector align-
ment as required in this analysis affects mainly the backward calorimeter and backward drift chamber
as their positions are not fixed relative to the CTD during H1 maintenance periods but moved in and
out of the LAr detector independently. For the components CIP and BST two cases are distinguished:
The CIP is regarded as fixed relative to the other central tracking chambers (but see [37] where some
remaining misalignment could not be excluded). For the BST the alignment constants of [32] are
applied. They comprise the five parameters for an external orientation of the cylindrical BST volume
and further 64 parameters to fix the internal relative positions of all BST silicon-sensors, a list of these
is given in the appendix, Table 12.

6.1.1 Tilt of beams

The electron and the proton beams are guided by the HERA magnet system through the H1 interaction
region such that their bunches collide in a parallel orientation relative to each other. On the other
hand, this beam orientation as measured in the H1 coordinate system is not parallel to the z-axis in
H1. Usually the deviation between beams and z-axis, the beam tilt, is of the order of 1 mrad, varying
slightly over the run periods. As the symmetry axis for the ep scattering process is given by the beam
direction, and not by the H1 coordinate system, all particle coordinates have to be transformed into
the beam system to obtain the correct kinematic quantities. This fundamental geometrical correction
has to be applied to all coordinate variables. The tilt is defined by the slopes of the vertex x and
y coordinates in the H1 system with respect to the z-coordinate. During the 1997 data taking the
average beam slopes were:

τx =
∂x(z)

∂z
� −0.0016 , τy =

∂y(z)
∂z

� 0.0003 .

Using the mean beam coordinates xvtx, yvtx at z = 0, any H1 space point coordinates xH1, yH1,
zH1, like cluster positions or track points, are transformed through

xH1

yH1

zH1

→
→
→

xH1 − xvtx − (zH1 − zvtx) τx − x0

yH1 − yvtx − (zH1 − zvtx) τy − y0

zH1 .
(6.1)

The additional offsets x0, y0 represent alignment corrections for the corresponding subdetector. The
original coordinates xH1, yH1 returned by some part of the H1 reconstruction programs are approx-
imate values only because small deviations of the subdetector positions from the design values are
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unavoidable. In the simulation the offsets are zero because all detector positions are assumed to have
their nominal values. The actual offsets are measured directly from the data using their relative spatial
shifts. This measurement is discussed after the following treatment of the influence of the magnetic
solenoid field.

6.1.2 Compensation of the electron deflection

The homogeneous magnetic field in H1, oriented parallel to the zH1-axis, deflects charged particles
within the H1 tracking area. The effect causes their original azimuth at the vertex, ϕvtx, to be shifted
by some amount to a new azimuth, ϕrec, depending on their momenta and the path length between
vertex and their detection points. The same happens to Compton electrons and shifts the acoplanarity
Aeγ (defined in Eq. 2.6) between electron and photon accordingly, such that averaged over all events

<Aeγ> �= 0 .

Note that this shift of the peak does not occur in the alternative acoplanarity definition, A12, where
unidentified Compton SpaCal clusters are used and the azimuths of the first (highest energy) and
second cluster enter. Compared to Aeγ the peak of A12 is just wider if the first cluster is equally
often found to be either the electron or the photon, because the electron is picked randomly as the first
cluster and, thus, averages out the deflection in A12. The A12 peak can also become asymmetric and
distorted or it can even show two close peaks if the polar angle distributions of electron and photon are
sufficiently different. This phenomenon can be caused either by the kinematic details of the QEDC
process itself which determine how frequent the electron appears as the first cluster; but also because
of some special event selection which could favour, for example, more electrons (relative to photons)
at higher polar angles than at lower angles. Due to the strong kinematic correlation between cluster
energy and polar angle in QED Compton a given event selection determines the (yet unmeasured)
ratio of the numbers of electrons and photons, Ne : Nγ , found for instance as the first cluster. Then,
because of the momentum dependency of the deflection, the A12 distribution is also affected by the
selection and is, therefore, not suited for alignment measurements as much as Aeγ . These important
interrelations underline the necessity of particle identification (allowing the calculation of Aeγ) and
accurate considerations on geometrical aspects like the magnetic deflection.

The acoplanarities Aeγ and A12 are shown as distributions as function of the azimuth of the elec-
tron and the first cluster, respectively, in Figure 6.1. One can observe in the histograms that in the
eγ case (left figure) a narrow band exists while in the case of unidentified Compton clusters (right
figure) the same set of events forms a much broader band. Both bands have a wiggled shape due to
the SpaCal misalignment w.r.t. the H1 coordinate system. The eγ band is shifted to negative values
due to the deflection as explained above, while the other band is centered around zero.

Since the analysis makes use of the eγ acoplanarity peak at zero for the determination of the
SpaCal alignment parameters ΔxSp and ΔySp (for their measurement see paragraph below), the elec-
tron deflection, as contained in the measured azimuth, has to be compensated. This is equivalent to
the determination of the electron azimuth at the event vertex where the magnetic field has not yet
disturbed the electron trajectory. It must be kept in mind that the alignment procedure discussed in
Section 6.1.3 is based on a χ2 minimization method by which the alignment parameters could in
principle also be obtained when the electron deflection is not compensated but kept in the kinematic
variables, because the deflection does not directly influence the χ2 minimum (see Eq. 6.3). This state-
ment holds under the assumption that all selected Compton clusters are distributed symmetrically in
ϕ across the SpaCal plane: the sine-wave structure is then a consequence only of the misalignment.
Due the band’s symmetry along the azimuth around some given mean acoplanarity (Figure 6.1-left)
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the χ2 minimum is obtained when the true SpaCal shift is subtracted from all cluster coordinates such
that the sine shape shrinks to a straight band. This can be understood by considering the ratio ε of the
sine amplitude, or elongation of any point on the curve, relative to the mean offset of the curve in Aeγ

from zero. By its symmetry one can always find two points on the sine curve with equal ε for which
χ2 ∝ (1 − ε)2 + (1 + ε)2 = 1 + 2ε2, i.e. always > 1.

But in principle it is possible that, for example, asymmetry effects in the cluster distributions
along azimuth of the SpaCal plane affect the band shape. These could influence systematically the
alignment result. Using the deflection compensation the absolute value of the χ2 minimum, relative
to its vicinity, is better pronounced and thus facilitates its determination. The main purpose of the
compensation is, therefore, to lower possible systematic influences on the alignment procedure.
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Figure 6.1: Comparison of acoplanarities Aeγ (left) and A12 (right) in elastic Compton events, histogrammed
versus the SpaCal azimuth of the electron and of the first cluster, respectively. The magnetic deflection of the
electron trajectory manifests in the global shift to negative values of the band in the left histogram. This effect
is not seen in the case of A12 for which no particle identification takes place.

The electron azimuth is reconstructed using the SpaCal calorimeter, ϕrec. As discussed in Sec-
tion 5 the Compton electron track is reconstructed only in relatively short pieces of the whole trajec-
tory, using CIP and BST, between event vertex and calorimeter. This means that the electron azimuth
at the vertex, ϕvtx

e , which is relevant for the event kinematics, especially the acoplanarity, cannot be
measured directly from a track curvature as it would be possible in principle using a track arc recon-
structed with the CTD. Instead the momentum dependence of the deflection is used for the calculation
of ϕvtx

e . The azimuthal deflection Δϕ of electrons with energy Ee can be parameterised like

Δϕ(Ee) =
s0

Ee − ΔE
+ offset (6.2)

where the parameter s0 accounts for the strength of the magnetic field and for the particle charge.
As additional parameters ΔE and offset are provided to allow for an adjustment of small systematic
effects. A distribution of Δϕ(Ee) from simulated events is presented as a two dimensional histogram
in Figure 6.2-left. Since in the simulation the electron is subject to the solenoid field (implemented
with equal strength as the experimental value), whereas the generated electron vector represents the
momentum at the vertex (azimuth ϕgen

e ), the energy dependent deflection can be made visible. The
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histogram shows the electron deflection Δϕ(Ee) = ϕrec
e −ϕgen

e as a function of the generated electron
energy. A fit using the function Δϕ(Ee) is applied to the distribution and gives the fit parameters

s0 = −0.268
rad
GeV

, ΔE = 0.138 GeV, offset = −1.02 · 10−7rad .

This means that ΔE is small compared to typical electron energies and that the offset is practically
negligible (as it should be). These fit parameters are used by default in data and MC for rotating
the electron momentum vector using the reconstructed energy Ee such that the final electron azimuth
ϕfinal

e becomes
ϕfinal

e = ϕrec
e − Δϕ(Ee) .

A control distribution for MC in Figure 6.2-right shows that the compensated Δϕfinal = ϕfinal
e −

ϕgen
e is centered at zero for all electron energies. In general the deflection reaches a few 10 mrad

at lowest energies which is already too small for a reliable momentum/angle measurement from the
track curvature, even if the track was measured in the jet chambers, but it is still high enough to cause
a visible shift of the acoplanarity peak.
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Figure 6.2: Compensation of the electron deflection in azimuth caused by the magnetic field of the H1
solenoid, using Monte Carlo events. Left: difference between azimuths of MC reconstructed and of gener-
ated electron. Right: difference between azimuths of final and of generated electron. Fit curves of Eq. 6.2 are
overlaid in both pictures.
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6.1.3 SpaCal and BDC alignment

The actual SpaCal position in the experiment is obtained by minimizing the deviation of the Compton
acoplanarity Aeγ from zero. This becomes possible after the beam tilts and the magnetic deflection
of the electron have been compensated as one part of the coordinate transformation Eq. 6.1. The raw
position coordinates of the photon and electron clusters are defined within the SpaCal internal coordi-
nate system. A shift of the calorimeter relative to the H1 frame in x and y leads to a periodic variation
of the measured acoplanarity as function of the azimuth. This is shown in Figure 6.3-left for electrons
of the elastic Compton sub-sample. The acoplanarity Aeγ(ϕe) is modulated sine-like as shown by a
corresponding function fitted to the distribution. The oscillation in ϕe causes a deterioration of the
acoplanarity resolution as evident when performing a projection along ϕe. Since the acoplanarity
distribution in the picture contains a whole spectrum of different SpaCal radial positions r1,2 of the
clusters – there is no functional dependency between A and r1,2 – a sine fit yields only the direction
of the shift in azimuth but not its radial amount. Because of that, the extraction of the true calorimeter
shift is carried out by means of a χ2 method. For all Nev contributing elastic Compton events a sum
of acoplanarities

χ2(Δxj,Δyk) =
Nev∑
i=1

A2
eγ(xc1+Δxj, xc2+Δxj, yc1+Δyk, yc2+Δyk)

σ2
i

(6.3)

is calculated as a function of N2
grid discrete displacements Δxj,Δyk of the two coordinates of the

SpaCal clusters in each event. The location of the minimum of χ2 is expected to represent the devia-
tion of the SpaCal from its nominal position:

χ2(ΔxSp,ΔySp) = χ2
min(Δxj,Δyk)

The inverse event weight σ2
i = (σSp/r1)2 + (σSp/r2)2 is used [39], where the SpaCal spatial reso-

lution σSp = 0.3 cm for cluster positions applies. Thus, the weighting favours acoplanarities based
on cluster positions in the outer SpaCal where the azimuth measurement for Aeγ is of better preci-
sion (δϕ ∝ O(radial resolution/radius). A grid of equidistant base points is established with the
parameters

Ngrid = 20 Δxj,Δyk = −0.475 . . . + 0.475 cm (j, k = 1, Ngrid) .

The displacements Δxj, Δyk are chosen to match roughly the expected range of the calorimeter
shift. Note that their values represent the symmetrically arrayed bin centers of the histogram which
is used to represent the χ2 sum of Eq. 6.3. The resulting event acoplanarity is used to sum up χ2

which is displayed as function of both shift parameters in Figure 6.3-right. The minimum position
is determined not just from the position of the smallest bin entry on the discrete grid but instead by
performing a two-dimensional fit on the histogram distribution using a function of the form

f(x, y) = a + b (x − Δx0)2 + c (y − Δy0)2 (6.4)

which yields the final SpaCal misalignment parameters ΔxSp=Δx0, ΔySp=Δy0. The minimum bin
content of the histogram is subtracted from all bins before the fitting procedure is executed in order to
avoid numerical difficulties in the fit because of big numbers. It turned out that a full compensation
of the SpaCal shift could not be achieved in a single step: Applying the shift values Δx0, Δy0

from a first iteration as default alignment correction in a new χ2 sum for the general coordinate
transformation of data events (Eq. 6.1) a small shift remained. In an iterative procedure each residual
shift amounts was added to the previous shift until constant values were obtained. This is meant to
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Figure 6.3: Measurement of the misalignment of the backward calorimeter using elastic Compton events.
Left: Compton acoplanarity Aeγ versus electron azimuth. Right: χ2 distribution as function of the numerical
calorimeter displacements ΔxS, ΔyS, and its curves of constant level derived from a paraboloidal fit.
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Figure 6.4: Control diagrams after the correction of the backward calorimeter misalignment for 1997 data
using elastic Compton. Left: Compton acoplanarity versus electron azimuth. The fit of a sine function applied
(as above) to the acoplanarity mean values in slices of ϕe shows only a small systematic remaining amplitude.
Right: paraboloidal fit to the χ2 distribution.

reduce systematic effects of the limited fit-range which is asymmetric with respect to the minimum
of f(x, y) as visible in Figure 6.3-right. After typically five to seven iterations the minimum position
does not change anymore. The final SpaCal position results then in:

ΔxSp = −2.70 mm, ΔySp = 1.45 mm

The numbers are close to those of former analyses [37, 47]. While the y-shift seems to agree well
with their results the amount of the shift in x is higher by ≈ 1 mm. Although the described iterative
procedure converged in all cases starting from several different initial conditions, systematic effects
cannot be excluded either due to the complex dependencies among the many involved quantities or
due to the iteration procedure itself (degeneration of variables). The first χ2-summation yields as
x-shift ≈ −2 mm which is noticeable closer to the cited previous finding of xElan= − 1.8 mm. For
this reason a systematic error of 0.7 mm is assumed for ΔxSp.
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Including both effects, the alignment correction and the magnetic deflection compensation, the
final acoplanarity distributions, A12 and Aeγ , in data and Monte Carlo are compared in Figures 6.5
and 6.6 respectively, on linear and logarithmic scales.
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Figure 6.5: Acoplanarity between first and second cluster, linear scale (left) and logarithmic (right). The peak
structure shows a small asymmetry which can be explained with different polar angle distributions of electron
and photon. The background contributions and the inelastic Compton part (data: open circles, MC: dashed
histogram) are shown as well.
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Figure 6.6: Acoplanarity between electron and photon, using ϕ-correction on electron azimuth, as well as tilt-
and alignment-corrections on all coordinates. The peak width is smaller and higher than the one of A 12.
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Positioning BDC

The BDC alignment in (x, y)-coordinates is carried out with respect to the SpaCal final position. This
is a compromise because the drift chamber offers a better radial resolution compared to that of SpaCal,
ΔrSpaCal ≈ 5 mm, which also affects the SpaCal alignment shifts. A more direct and independent
method would be to align directly the BDC with respect to the central jet chambers. Because the CTD
was affected by an efficiency drop in some certain ϕ-range and for reasons of data manageability the
alignment with respect to the SpaCal was chosen. The BDC misalignment is depicted in Figure 6.7-
left using the polar angle difference between the BDC track and the SpaCal electromagnetic cluster
for Compton electrons (elastic subset), the SpaCal shifts are included. The calculation of the chamber
displacement is done by a minimization of the polar angle difference, by which for all events the
following sum is computed:
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Figure 6.7: BDC misalignment before correction. Left: difference of electron polar angles in BDC and SpaCal
versus electron azimuth. Right: χ2

θ as function of numerical chamber displacements ΔxB , ΔyB and curves of
constant level of the fit function.
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Figure 6.8: Control diagrams for BDC alignment after correction. Left: electron polar angle difference of BDC
and SpaCal versus electron azimuth. Right: χ2

θ as function of numerical chamber displacements ΔxB , ΔyB .
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6 CALIBRATION 6.1 Subdetector alignment

χ2(ΔxB,ΔyB) =
Nev∑
i=1

(θi,BDC − θi,SpaCal)2

σ2
i

. (6.5)

The variation in ΔxB,ΔyB shifts the electron track position, measured at the chamber center in z,
by a small amount and thus modifies the θBDC calculation accordingly. A fit is applied to the χ2

distribution using the function f of Eq. 6.4, the result is shown in Figure 6.7-right. The fit parameters
point to the minimum of f which is given by the displacement

Δx0
B = −3.4 mm, Δy0

B = −0.34 mm.

As a consistency check the numbers are added by default to the coordinates of every BDC track. Re-
peating the χ2 calculation with these defaults results in a proper shift compensation as demonstrated
by the flat fit curve and the centered χ2-distribution of Figure 6.8.

6.1.4 BST alignment

Although the BST alignment parameterisation has already been measured in [32] (s. appendix) and
is used in the present analysis, the alignment relative to BDC and SpaCal was probed again. For this
purpose the BDC and SpaCal alignment parameters determined in Section 6.1.3 are implemented and
remaining differences to the BST measured polar angle of electrons are compared in Figure 6.9. As
the histograms show the BST alignment parameters seem to be in accord with the positions of both,
the backward drift chamber and the calorimeter. In addition one observes some irregular changes
of the average θ differences as function of the electron azimuth. These do not appear to agree with
the usual sine-like variations expected for a simple detector displacement in x and y w.r.t. another
detector, such as found, for instance, in the alignment between BDC and the SpaCal. As similarly
shaped structures are visible in both cases it seems likely that the source of these variations is related
to the BST itself, and not to some specific problem with the reconstruction of clusters or backward
tracks. The maximum mean deviation between expected and BST-measured polar angle is of the
order of 1 mrad.
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Figure 6.9: Difference of the BST measured polar angle of elastic Compton electrons to the polar angle of
SpaCal (left) and BDC (right), plotted versus azimuth of electron SpaCal cluster in both histograms. The line
of dots in each histogram indicates the mean values derived from Gaussian fits in slices of ϕ clus,e. The better
radial resolution of the BDC is demonstrated by the narrower width of the right distribution.
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6.2 Cluster energy and dispersion

The calibration of the calorimetric cluster energies, as delivered by the standard reconstruction, is
tested by comparing them to their corresponding double angle (DA) energies. In the case of an
optimum calibration there should be no significant deviation of the mean energies. For this study the
elastic Compton event selection is used again. The double angle energies Ea, Eb are computed for
the two Compton particles a and b using the formulae

Ea

Eb

with E0

=
=
=

E0 · sin θb

E0 · sin θa

2Ebeam / (sin θa + sin θb − sin (θa + θb))
(6.6)

where Ebeam corresponds to the nominal electron beam energy. In this way the cluster energies can
be determined only by measured polar angles and the electron beam energy, while effects of energy
reconstruction and energy loss due to pre-shower interactions are suppressed. This assumes that
there is only a weak correlation in the cluster reconstruction between the cluster barycenter (affecting
θcluster) and the calorimetric cell-wise energy summation (affecting Ecluster).

The method of using the polar angles of Compton electron and photon for calibration purposes as-
sumes that there are no other particles present in the event which could disturb the energy/momentum
balance between the two leading e.m. particles. In other typical HERA analyses studying ep DIS
events containing a hadronic jet representing the struck quark the double angle method can be applied
for the jet and the scattered electron. In this case inelastic events are considered from the beginning
and all final state particles are contained. However, the QED Compton event sample used in this
analysis contains elastic as well as inelastic events, but the double angle method is only applicable in
the sub-sample of elastically scattered eγ pairs. In order to allow for an uniform treatment of parti-
cle energies in all Compton events the measured energies E0

rec have to be used for the measurement
of the event kinematics instead of the double angle based energies. The EDA will only be used for
the extraction of calibration factors fDA for rescaling of the reconstructed energies. Thus the final
measured energies become Efinal

rec = fDA · E0
rec.

Figure 6.10 shows for elastic Compton events spectra of the relative deviation between recon-
structed and double-angle energy in three ranges of EDA. With increasing cluster energy the width
of the relative deviation shrinks as a result of the improving resolution of the measurement of the
reconstructed energy Erec. This observation is in agreement with the SpaCal resolution function as
measured in earlier studies [48].

6.2.1 Non-linearity of energy measurement

The reliability of the energy measurement is studied by calculating the double angle energies (Eq. 6.6)
of the e.m. SpaCal clusters in elastic Compton events. The results of this study can be applied to
all types of Compton events, i.e. elastic as well as inelastic collisions. The full eγ-identification
procedure is run through. Although an explicit identification is not necessary according to Eq. 6.6, it
lowers the relative amount of events with (photon-) pre-showering within CIP/BST and, thus, reduces
the average measured energy loss of the photon. Additionally, it allows to look on possible differences
of the non-linearity behaviour between electrons and photons. In a first consideration the relative
deviation between the reconstructed energy and the calculated double angle energy is compared for
simulated and real events, respectively:

ΔL =
Erec − EDA

EDA
. (6.7)
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Figure 6.10: Distributions of the relative deviation between measured and double-angle calculated energy in
elastic Compton events for electrons (upper row) and photons (lower row). The double angle reference energies
are required to be within a range of -0.5...0.5 GeV around the center values of 6, 14, and 22 GeV (left to right).

This quantity defines the non-linearity§ in energy and is viewed as function of Erec and EDA. For
each of these arguments ΔL is plotted in Figure 6.11-A0 and -A. As the diagrams show the slopes
of the ΔL distributions are lower when changing from reconstructed to double angle energies on the
abscissa for both particles. This can be understood as the consequence of migration of some fraction
of events from one bin to another due to the finite resolution of the energy measurement and due to the
deviation from linearity itself: Since, for example, clusters with measured energy values below the
expected EDA contribute partly to the next lower bin in Erec, the mean of ΔL in that bin experiences
a pull downwards. Assuming for this case a decreasing event distribution in Erec the over-next lower
bin cannot have enough events on average to compensate the pull.

While the measured energies, because of their limited resolution, have a wider spread around
a given Erec-bin, stronger migrations occur in ΔL(Erec) in contrast to the ΔL(EDA) distribution
where the particle energy is more likely to be contained within the correct bin. Thus, the bin width
for the non-linearity studies was chosen high enough in order to achieve

> a better statistical significance, and

> a reduction of overlap and migrations among adjacent bins, caused by the limited resolution.

After the transition to the abscissa EDA the following observations can be made (Figure 6.11):

• a general rise of ΔL in data and MC for electrons and photons

• Monte Carlo non-linearities are above those in the data for electrons and below them for pho-
tons

• a significant rise to positive values is observed for photons with E > 12 GeV.

§The term denotes any deviation to double angle energies as non-linearity, also in the case that a constant ΔL �= 0 exists
for all energies. In other works it is also denoted as pull.
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The last two points indicate general differences between electrons and photons. It turned out that
the occurrence of conversion or non-conversion of the photon is strongly correlated to the discrep-
ancy between the non-linearity curves of data and Monte Carlo. The situation is demonstrated in
Figure 6.11-B and -C where the experimental and simulated events are separated into two subsets of
which the first one contains unconverted photons and the second one contains converted photons only.
Conversion is detected by the presence of a BDC track signal in front of the photon cluster while the
non-conversion case is indicated when there is no track along the photon path through the backward
area. Since the eγ identification does not make use of the BDC but is performed on track pieces much
closer to the event vertex, namely by CIP and BST, conversion is generally restricted to occur behind
these detectors.

The diagrams show that most of the discrepancy (compare right diagrams of row B and C) occurs
in the data sample containing those photons which did not convert in front of the BDC. On the contrary
the Monte Carlo distributions do not change very much. The question arises what causes the level
difference of about 2-3% between converted and unconverted photons in the data, while the curves
for electrons in both cases (left histograms) and the converted photon appear on similar levels. Also,
the differences between data and MC appear small in these cases.

In general, two major effects contribute to the non-linearity: on the one side it is the calorimeter
internal non-linearity, caused by imperfect cell/calorimeter calibration and cluster reconstruction ef-
fects concerning the cluster barycenter (on which the polar angle measurement depends) and the total
cluster energy. On the other side there is energy loss caused by pre-shower processes in the backward
region. Such an energy loss has the effect of lowering the measured energy and thus lowering the
measured ΔL (Eq. 6.7) while reconstruction related effects can shift the pull, in principle, to lower
or higher values.

For electrons reconstruction effects and pre-showering act both at the same time and the resulting
pull is an average effect. Particularly, an electron pre-shower event producing a bundle of secondary
particle tracks cannot be distinguished from one where the electron left a single track only. This
explains that the electron curves do not change very much (Figures 6.11-B,C left) since there is
always a mixture of events present with pre-showering and non-pre-showering electrons. Comparing
that to converted photons in the experiment, one finds that their average energy loss (or: difference
to MC) is lower. This can be explained by the fact that the tracks produced by conversion induced
e+e−-pairs have a shorter mean track length as they start not before the point where the conversion
took place, while a Compton electron can initiate a pre-shower process along its full path and, thus,
loses more energy on average.

Only the unconverted photons behave completely different. Their ΔL is unexpected high and does
not show the typical level of the electron non-linearity curve but appears significantly shifted upwards
instead.

6.2.2 Test of EDA in Monte Carlo

For Monte Carlo events the reconstructed energy of a particle is compared directly to the original
energy carried by the generated particle. This is achieved by viewing the profiles of the histogram
distribution of

ΔL′(Egen) =
Erec − Egen

Egen
(6.8)

as a function of the generated energy. This quantity allows to study possible effects on the energy
reconstruction process. Furthermore, the reliability of the double angle reconstructed energy as a
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Figure 6.11: Non-linearities of energy measurement of SpaCal clusters using elastic Compton events, for
electrons (left column) and photons (right column) versus energy. A 0: as function of reconstructed energy
Erec, A. . .C: as function of double angle calculated energy EDA. Sub-selections of the Compton sample are
plotted in row B, unconverted photons only, and row C, converted photons only.
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good reference is probed by comparing EDA to the energy values on generator level:

ΔD(Egen) =
EDA − Egen

Egen
. (6.9)

The corresponding distributions are displayed in Figure 6.12, again for both electrons and photons.
The ΔL′ distributions indicate a similar shape as observed previously for ΔL. The curves serve
the final energy calibration step (s. Section 6.2.3-IV). The double angle energy agrees well with the
generated energy for all energies without systematic deviations. Only a few bins do not coincide with
ΔD = 0 due to too low statistics. Therefore, double energies are considered to be reliable references.
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Figure 6.12: Energy reconstruction in Monte Carlo, upper row: relative difference (ΔL ′) between MC-
reconstructed and generated particle energy for electrons and photons. Lower row: relative difference be-
tween double-angle energies and generated particle energies (ΔD). All plots are given as function of the
MC-generated particle energy.
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6.2.3 Correction of non-linearity

In the following the measured non-linearities are extracted to recalibrate reconstructed energies of
electrons and photons separately. For this purpose the sub-samples of unconverted and converted
photons, respectively, are used again. The aim is to let the non-linearities in data and simulation
coincide as good as possible by shifting the experimental energy values (and thereby ΔL) to those
yielded by the simulation. Taking into consideration the limited event statistics the number of vari-
ables in which ΔL can be differentially analysed is also limited, generally to one or two. Naturally
these are the cluster energy and polar angle.

I) Calibration for electrons and converted photons

After the agreement of double-angle energies with generated energies has been verified it is possible
to calculate and use double angle reference energies. The track-based polar angles of the electron
and the (converted) photon are used for this purpose. The polar angle of the photon can be calculated
from its associated BDC-track and, thus, the angle measurement for the photon is just as precise as
that for the electron. This means especially that in this case no systematic spatial effects from the
SpaCal cluster reconstruction can influence the polar angles as the method is purely track based.

II) Calibration for electrons and unconverted photons

For the unconverted case two alternative solution paths for the correction of the measured non-
linearity are possible:

a). For electrons the ΔL in this sub-sample differs only slightly from the ΔL distribution of the
sub-sample in step I), s. Figure 6.11. A strategy would be just to correct all electrons independently
according to the correction procedure in the conversion case. However, this appeared to be a rather
inconsistent treatment as it is a solely numerical correction neglecting other physical aspects. This
leads to case

b). A second strategy is given by applying the correction for electrons from the conversion case
and start a special treatment for those differences left over after the first step. These remaining dif-
ferences between electron data and MC are then attributed to uncertainties of the photon polar angle
entering the double angle formulae. Because of the absence of a photon-induced track only the
calorimetric photon position is available. In addition to other known systematic effects of the SpaCal
cluster reconstruction, the position of e.m. clusters is known to be reconstructed at systematically
higher radial positions in the SpaCal compared to the true impact point [49]. The observation was
made especially in the inner region of the backward calorimeter using electron clusters for which an
alternative angle measurement exists through track information.

In the following the method of the correction of the photon polar angle is discussed. The angle
is shifted by some small amount such that the remaining non-linearity difference for the electron
vanishes. The amount of the correction can be extracted from the double angle equations. Using the
definition c(ϑγ) = ΔLe = Ee

rec/E
e
DA − 1, and respecting ϑ = π − θH1 for all polar angles, the

following derivative is calculated using the angle dependencies of Eq. 6.7:

dc

dϑγ
=

Ee
rec

2Ebeam
·
cos ϑγ + cos(ϑe + ϑγ) − (sin ϑγ + sin ϑe + sin(ϑe + ϑγ)) cos ϑγ

sinϑγ

sin ϑγ
. (6.10)

This formula yields the photon angle correction Δϑγ which is required to shift the electron’s ΔLe by
an amount equal to the (observed) difference Δc = ΔLdata − ΔLMC :

Δϑγ(ϑe, ϑγ) =
Δc(

dc
dϑγ

)
(ϑe, ϑγ)

. (6.11)
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This angle correction can also be interpreted in terms of a shift of the photon cluster z-coordinate
from the nominal value used in the cluster reconstruction. The amount of the shift follows as

Δzγ = rγ

(
1

tan ϑγ
− 1

tan(ϑγ + Δϑγ)

)
, (6.12)

where rγ represents the radial position of the photon cluster in the calorimeter at the nominal z-
coordinate of the cluster. The angle correction is histogrammed in Figure 6.13-left by the ratio
Δϑγ/ϑγ as function of the photon polar angle θγ . As shown there, the correction is applied to θγ
for the two highest bins only, while all other angles are left unchanged. The number of events af-
fected by the correction is given by the box sizes in the histogram. The typical magnitude of the
angle correction is of the order of 2-3% of ϑγ . At the average SpaCal cluster z-position (≈ −161 cm)
this corresponds to a shift in the cluster radial position of about Δr � 8 mm at maximum. For the
alternative case that one interprets the angle displacement not by a radial position shift but by a shift
of the cluster z-position the Δz of Eq. 6.12 is also plotted in Figure 6.13-right.
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Figure 6.13: Left: Polar angle correction Δϑγ/ϑγ of the unconverted photon versus its polar angle θγ in data
events as required for the electron calibration. The right figure shows the same set of events where the angle
shift is interpreted as a cluster z-shift. In both histograms the mean value of the correction per polar angle bin
is represented by a Gaussian mean from a fit along a bin slice. The number of events underlying the correction
procedure is given by the box sizes.

Clearly the situation for unconverted photons is difficult because of both, the comparatively im-
precise calorimetric polar angle information and the energy calibration. A study in which converted
photons with a reconstructed BST track were probed for their calibration [50] showed that there is no
major difference to electrons in terms of non-linearity or polar angle. This is in agreement with the
measurements presented in this analysis. The precision of the calorimetric angle measurement can be
checked for electrons and photons by comparing θγ of BDC and SpaCal. The maximum deviation
between these angles is not exceeded by more than ≈ 1 mrad. However, as explained in Section 6.2.1
and above it does not seem justified to infer from these earlier findings [50] that the same still holds
for unconverted photons.

The effect is in principle supported firstly by the observation of a systematically higher recon-
structed SpaCal radial position (equivalent to a lower measured θH1) of electromagnetic clusters es-
pecially at low SpaCal radii. This means that the true θ is in fact higher than the measured one. And
secondly, it is supported by the higher radiation length of photons of 9/7 X0 compared to the electron
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value X0. This corresponds to a backward shift in z of the cluster barycenter¶ , which causes (photon)
polar angles to be modified in the same direction as by the first effect. Because the standard cluster
reconstruction cannot account for this effect and because a cluster’s z-position cannot be measured
directly and independently, the measurements fit well into the picture.

The average zclus-shift values of 4-5 cm appear to be rather high compared to what one would
expect from the consideration of the different radiation lengths between electron and photon. Also,
the simulation of the electromagnetic shower development in the SpaCal should not be wrong by
such an amount of a few cm (for detail aspects see for example [51]). Therefore, it seems much more
likely that a larger fraction of the assumed positional uncertainties originates in the reconstruction of
the radial position returned by the standard cluster reconstruction program.

III) Calibration of the unconverted photon

In the last energy calibration step the remaining differences observed for unconverted photons are
compensated by shifting ΔLdata to ΔLMC. Such a correction accounts for the general shift for this
class of photons. These experience no energy loss due to the absence of any interaction with the
passive material in front of the calorimeter. In other ep processes than QED Compton, used for cal-
ibration (as for example DIS with a single backward scattered electron), any energy loss in front of
the calorimeter becomes integrated and averaged out in the basic calibration process. This yields the
primary calibration constants entering any H1 data analysis. This could explain well why a signifi-
cant shift is observed for non-interacting photons in QED Compton: the energy calibration constants
applied to unconverted photons are the same as for electrons and tend to overcompensate the energy
loss, because the reconstruction program has no information about the identity of the electromagnetic
particle. A direct measurement of possible energy losses in front of the calorimeter was performed
in [44, 60] using the backward drift chamber as a pre-shower detector for the SpaCal and, thus, es-
tablishing for (electron) pre-shower events a correlation between the difference of reconstructed to
expected double angle energies on one side, and the total amount of electric charge, deposited by
electrons and their produced secondary particles, on the other side. Although a slightly improved
energy resolution was achieved in these studies, the method did not become a standard because of
difficulties related to the simulation, especially to that of the BDC charge deposition.

IV) Absolute energy scale

Finally, after all ΔL have been brought onto the same levels in experimental and simulated data, the
values are corrected according to the difference of MC-reconstructed to MC-generated energies, s.
Figure 6.12, in order to bring the reconstructed energies onto an absolute scale. A correction function
is extracted from the simulation by fitting a low-order polynomial which is applied to MC as well as
to the data.

As argument for all the described recalibration corrections the reconstructed particle energies are
used. Again, the reason for this is that the double angle energy calculation is not valid anymore in
the inelastic process due to the different kinematic situation in these events: the presence of hadronic
final state particles changes the scattering angles of the Compton electron and photon. This becomes
drastically visible when one allows inelastic events only to pass the event selection the measured
non-linearities are systematically shifted by unrealistic amounts of ≈ 10% and beyond.

¶The effect is expected to be small as 2/7 X0 is only � 0.3 cm.
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Figure 6.14: Energy sum of Compton electron and photon, left: raw reconstructed energies, middle: after re-
calibration as explained in the text, right: after recalibration and additional Gaussian smearing of the simulated
energies.

6.2.4 Additional energy smearing in MC

After the preceding calibration procedure the simulated and measured mean energies are harmonized.
This has been done in such a way that the energies exhibit an as similar as possible dependence on the
kinematic variables, like cluster energy and polar angle. But the resolutions of Monte Carlo and data
still might be different. Therefore, the energy sum of the reconstructed electron and photon energies
was compared as well, for both event samples, data and Monte Carlo. The result is shown together
with the background samples in Figure 6.14-left without application of the previously determined cal-
ibration constants on reconstructed energies. The total energy peaks, as expected from the kinematics
in QED Compton, around the beam energy of 27.6 GeV. It is visible that the full Monte Carlo and the
data distributions have slightly different widths in the kinematic peak. The middle histogram of the
same Figure shows the energy sum after the recalibration process as discussed in the previous para-
graphs. Although the full Compton energy shows no major shifts between the peak center positions in
the uncalibrated case, the calibration brings both distributions closer in their shapes. The remaining
differences near the peak centers and the lower flanges is ascribed a slightly better resolution in the
simulation causing a smaller peak width. The effect is compensated by broadening the MC distribu-
tion using a Gaussian random function, by which each cluster energy is randomly smeared by 1.5%
of its reconstructed value. The result is displayed in Figure 6.14-right. Finally, both data and MC
agree much better than before this measure.
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6.3 Trigger

This chapter describes the various trigger stages relevant for the recording of QED Compton events
in H1 and their influence on the event selection efficiency. The principle mechanism of the multiple
decision levels is explained in Section 3.3.

6.3.1 Compton trigger setup

The first level of the H1 event trigger during the 1997 ep collision period was set up in order to collect
Compton events among other event types. The main trigger condition of the corresponding Comp-
ton subtrigger was constructed for this purpose according to a boolean combination of fundamental
trigger elements available in the H1 data acquisition setup:

s0
13 = (SPCLe IET>2 ∨ SPCLe IET Cen 3) ∧ SPCLe ToF E 2 ∧ DCrϕ Tc (6.13)

where the first three trigger elements represent conditions on preset minimum energy depositions in
the backward calorimeter to be signalled by the Inclusive Electron Trigger (IET). Their meaning and
involved thresholds are listed in Table 4. Also listed in there is the fourth component of s013 which
denotes the negated central drift chamber (DC) trigger element Tc. The condition suppresses events in
which at least three tracks occur with each having a minimum transverse momentum pt of 420 MeV/c.
In addition the DC track trigger provides two further elements, Ta and Tb, which ask for at least one
track and two tracks, respectively, each element requiring the same pt condition to be fulfilled.

Table 4: The trigger element definitions of the Compton trigger and their corresponding physical conditions.
The ’inner SpaCal’ region is defined as all calorimeter cells placed within the range of −16 cm < x <
+8 cm, −8 cm < y < +16 cm, the remaining area is denoted as the outer SpaCal.

Name of trigger element trigger type and location condition/threshold
SPCLe IET>2 electromagnetic cluster energy, outer SpaCal E> 6 GeV
SPCLe IET Cen 3 e. m. cluster energy, inner SpaCal 6 GeV
SPCLe ToF E 2 e. m. cluster(s) energy sum, full SpaCal 12 GeV
DCrϕ Tc for each of n ≥ 3 tracks in CTD, r > rCJC−2 pt > 420 MeV/c

This combination of trigger elements accounts for the Compton event topology as it is sensitive
to two clustered energy depositions. In comparison with the outer calorimeter range (Figure 3.4) the
nomenclature is slightly different for the central region because in the inner SpaCal the thresholds
were set to higher values. These were necessary to suppress high energetic photons originating from
synchrotron radiation generated by the electron beam in conjunction with the last bending magnetic
field on the +z-side of the experiment. Since the photons have trajectories close to the beam and are
thus able to hit the inner cells of the calorimeter the corresponding central Local IET surrounding the
beam whole of the SpaCal is treated separately.

At last the main trigger component s013 is combined to the pre-final s13 (i.e. before subtrigger
prescaling is applied) including further anti-background trigger elements which are commonly used
among many other level-1 subtriggers as well:

s13 = s0
13 ∧ v3 ∧ f0 (6.14)
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using the definitions

v3

f0

=
=

BToF BG ∧ VETO inner BG ∧ VETO outer BG ∧ SPCLh AToF E 1,
ToF IA ∨ FToF BG .

(6.15)

The meaning of these trigger elements is:

BToF BG suppress background signalled by the “backward, time-of-flight” scintillator
VETO inner BG suppress background signalled by the inner veto walls
VETO outer BG suppress background signalled by the outer veto walls
SPCLh AToF E 1 suppress hadronic activity in the (had.) SpaCal exceeding some threshold
ToF IA require a general Time-of-Flight signal within ep-interaction time window
FToF BG suppress background signalled by the forward ToF scintillator.

One further fundamental property of the Compton subtrigger on the first trigger level is that no cut
on the Compton acoplanarity is imposed. This means that the construction of the trigger also allows
topologically similar processes to contribute to the collected event sample, e.g. deep inelastic scatter-
ing events with final state radiation. The topology of these can resemble an inelastic Compton event
where the azimuthal angle between electron and photon is very small. Such events are suppressed in
the analysis chain by a corresponding cut on the acoplanarity although there is no physical quantity
to strictly distinguish between both types of events.

Efficiency of the IET trigger

As a consequence of the high IET trigger efficiency measured for individual electromagnetic clusters
a very high overall efficiency of the calorimetric trigger part can be expected in QED Compton events.
This follows from the combined inefficiency

εcalo−s13 = 1 − (1 − εIET)2

= εIET (2 − εIET), (6.16)

where εIET represents the single IET trigger efficiency. For the topological case with an outer and an
inner Compton cluster, the efficiency amounts to >99% when the single trigger efficiency is assumed
to be in the range of 95% or higher. Concerning the trigger part connected to the total SpaCal energy
(SPCLe ToF E 2) it can be stated that the complete electromagnetic energy deposition is well above
the threshold of 12 GeV. Furthermore, the threshold of the trigger efficiency curve is by far exceeded
by both, the conditions on the 4th trigger level and the final analysis cut which asks for at least 20
GeV total energy measured in the calorimeter for the two leading e.m. clusters together.

6.3.2 Drift Chamber rϕ trigger on level 1

The track trigger uses hit information from the central tracking area to recognize particle track patterns
in the narrow time window between two consecutive bunch crossings. For this purpose the DC rϕ
trigger continuously compares incoming drift chamber hit signals with a multitude of pre-calculated
patterns. Because the trigger requires a minimum number of layers of the inner and outer jet chambers
(seven and three layers respectively), the polar angle acceptance range is limited by the radial position
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of the outer sense-wire layer in CJC2 used for this trigger. This radial position is given by r =
58.72 cm. For the low angle range on the +z end of the CJC such a radius corresponds to a track
polar angle of θ ≈ 28°.

The Compton subtrigger contains the track trigger element Tc which does not allow more than
two of such tracks with transverse momenta above 420 MeV/c in the hadronic final state. With higher
track multiplicities than this, in the hadronic final state, Tc becomes inactive and, thus, no positive
trigger signal can be generated anymore by s13 (s. Eq. 6.13).

This poses a problematic situation with respect to the selection of the inelastic channel. It is there-
fore necessary to figure out the suppression factor caused by the track component of the Compton
trigger. This trigger is already demanded during the event recording and thus the efficiency cannot be
extracted from the same event data. Instead, an independent Compton selection must be used which
does not contain elements of the DC rϕ trigger. The minimum bias (“MB”) data of the correspond-
ing taking period (being the last part of the whole 1997 data period) offer a possibility to make an
independent measurement. In this phase a modified overall trigger setup was applied to the trigger
system of H1 using a reduced and simplified set of subtriggers on level 1. Therefore, the Comp-
ton channel was recorded by other triggers, especially by inclusive electron subtriggers involving the
SpaCal. Thus, an additional Compton selection was carried out on the data of this period under the
requirement of the special minimum bias subtriggers

sMB
0 = SPCLe IET>1 ∨ SPCLe IET Cen 2 , and (6.17)

sMB
3 = SPCLe IET>2 ∨ SPCLe IET Cen 3 . (6.18)

Both are purely calorimetric triggers, the thresholds amount to 2 GeV for each of the sMB
0 elements,

whereas they are 6 GeV for each element in sMB
3 . For the event selection the same criteria were

applied as for the Compton analysis of the standard period except for specific cuts on run number
ranges which are different in minimum bias.

In order to check the trigger response the three highest polar angles of all hadronic final state LAr
clusters are calculated for each event of the MB sample. Then the trigger element efficiencies of
Ta, Tb, Tc are viewed as function of each of these polar angles θ0, θ1, θ2 (sorted decreasingly with
the index 0. . .2). The cluster angles are required to match within 0.1 rad at least one polar angle of
all CJC-tracks reconstructed in the event. The result is plotted in Figure 6.15. For comparison also
efficiencies from a DIS sample in the standard period are superimposed. No standard reconstructed
vertex must be required in both data samples in order to not bias the track selection. The maximum
angle of any LAr cluster is restricted to θ0 < 2.5 rad in all cases to avoid mixing with one of the
Compton clusters or their track pieces in the backward part of CJC, respectively. For the efficiency
representation the resulting curves were fit by Fermi-type functions of the form

f(θ) =
p

1 + exp(− θ−θ0
w )

(6.19)

The fit results for the plateau p, threshold θ0 and width w were found to be insensitive to changes of
a cut on the minimum HFS cluster energy. In order to exclude noisy LAr cells a cut on the minimum
energy was set to 10 MeV per cluster.

In Figure 6.16 the efficiency of the track trigger is shown using the preselected event samples with-
out any detailed cuts applied and comparing Compton data and MC of the standard data acquisition
period. As reference also a DIS sample was studied. The histograms show the efficiency of the trigger
element Tc as function of the first and third track angle. The principal observation is that data and
Monte Carlo do agree nearly perfectly in all distributions, especially the behaviour below and around
the efficiency threshold at polar angles of ≈ 30◦ . . . 50◦.
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Figure 6.15: Efficiencies of DC rϕ trigger elements Ta, Tb and Tc using a minimum bias Compton selection
(full circles) as function of the θ-sorted LAr clusters (θ0, θ1 and θ2). DIS selection results (open circles, full
line) are shown for comparison. The lowest row displays the (normalized) distributions of θ 0...2. All angles are
measured in rad.
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Figure 6.16: Alternative check of the DC rϕ efficiency, trigger element Tc, diagrams using several quantities:
ϑ3 angle of third LAr cluster (all polar angles ϑ measured in [◦]). The Tc-efficiency is also given as function
of the total number of central tracks (right top) and number of CJC hits of all tracks (right bottom). No major
deviations are observed between Compton data and MC.
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6.3.3 Topological trigger on level 2

An additional trigger requirement was set up on the second level of the trigger system to verify that
proper Compton events have been selected on level 1. The trigger element responsible for this selec-
tion is realized by a special mechanism which is sensitive to the characteristic topology of the Comp-
ton acoplanarity. By a well-defined combination of the IET cluster bits the trigger element L2 t18
signals “back-to-back” cluster configurations in the SpaCal plane. For this purpose four different
maps of ToF cluster bit-groups had been arranged to form ≈ 90° wide areas opposite in azimuth.
These areas represent patterns from which the covered active cluster bits are combined (OR-ed) for
the trigger-signal formation. The latter requires at least one active cluster bit above one of several
energy thresholds in each of the opposite areas. The patterns are oriented in four directions in total
by rotation in steps of 45°.

The detailed structure of the cluster bit assignment to each of the resulting configurations depended
somewhat on the available hardware resources and, therefore, it was not possible to implement them
identically for all areas (s. [61]). This also caused the step-like structures shown in Figure 6.17. But
due to the overlapping arrangement and the “soft” edges of each IET trigger bit acceptance holes were
avoided.
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Figure 6.17: Realization of the L2 Topological Trigger element “t18” for the detection of QED Compton
events using the SpaCal. The geometrical limits of the calorimeter are represented as big circles. Left, a1-a4:
schematic function principle. Right, b1-b4: actual cluster bit sharing realized for the real trigger implementa-
tion. Two minimum energy depositions must be detected in two opposite hemispheres (shaded areas) of at least
one of the four patterns 1-4. (Taken from [61]).

A test for the appropriate functioning of the level-2 trigger element can be performed using runs
where the L2- and L4-filters had been operated in transparent mode. In these runs, the event rejection
on the trigger stages L2 and L4 was disabled and events were passed through them while they had to
be accepted only by subtriggers on L1. The requirement of disabling also the L4-filter is necessary for
the efficiency measurement to exclude further event rejection as L4 decides on selection or rejection
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of a Compton event by specific conditions as well.
In a special sub-selection of the Compton data sample all non-transparent runs were excluded.

Compared to the bulk data set only about 30 runs passed this selection containing ≈ 1800 events in
total. These runs are mainly concentrated in the first half of the 1997 standard run range. Further,
the trigger phase for these runs was mostly at “1” where generally high prescales are set for the L1
subtriggers (typically 100 for s13) leading to a high suppression of the available statistics. In order to
detach the verification mechanism between L1 and L2 (“matrix”) and, thus, avoid further suppression,
only the corresponding L2 trigger element, instead of the final L2 subtrigger, will be tested for the
following efficiency measurement. Due to the low statistics neither detailed selection cuts nor an
explicit electron/photon identification can be applied, which is not necessary anyway as the test aims
on the topological sensitivity of the trigger only. Thus, the following simple calorimetric conditions
were imposed:

• |Ee.m. SpaCal − E1 − E2| < 1 GeV

• E veto−cells
1,2 < 1 GeV

• Ehad. SpaCal < 1 GeV

• r1,2 > 10 cm,

which correspond to the final selection criteria. About 1250 events remain before the cut on the
SpaCal radius and 795 events after it. The resulting efficiency of the trigger element t18 of the topo-
logical trigger is shown in Figure 6.18-left versus acoplanarity between the two observed electromag-
netic clusters. Up to |ACO| ≈ 1.8 rad (=103°) the efficiency sustains 100%. With the limit |ACO|<
1.5 rad the efficiency displayed versus the cluster energy sum also shows no losses (same Figure,
right). Of these 524 events only one is rejected due to the t18 trigger element, in good agreement with
[37].
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Figure 6.18: Efficiency of the trigger element t18 of the level-2 topological trigger versus acoplanarity (left,
middle) and versus energy sum (right) of Compton photon and electron for |ACO| <1.5 rad.
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6.4 Vertex weighting

After a consistent Compton vertex measurement in data and simulation has been made, additional
zvtx-dependent reweighting factors have to be applied to the simulation. This is necessary to account
for slightly different shapes of the vertex distributions in data and MC: since a given event vertex
position determines the subdetector acceptance range different fractions of events fall into acceptance
(or out of it) in both event sets. A corresponding reweighting function can be calculated as the ratio of
the fit functions of the simulated and the measured vertex histograms. To ensure that only the vertex
shapes enter the calculation the histograms are normalized first. The fit function is of the form

fvtx(z) = c exp

(
−(z − z0)2

2σ2

)
+ b (6.20)

where a parameter b is added to a Gaussian to account for the flat base of the distributions, visible
especially in the tails of data events. The reweighting function follows then as

wvtx(z) =
fdata
vtx (z)
f sim
vtx (z)

· asim

adata
(6.21)

with the normalization factors asim =
∫

f sim
vtx (z) dz and adata =

∫
fdata
vtx (z) dz in the range z =

−40 . . . + 40cm. The argument z of the weighting factor wvtx is given by the simulated Compton
vertex position. Because the vertex distribution of the Compton data sample has a smaller statistical
precision the much larger DIS event selection is used instead as input for fdata

vtx , where the same
run selection is applied as in the case of Compton data. This is done under the assumption that the
Compton data sample is a proper sub-sample of the DIS selection as the same inclusive subtriggers
collect both event classes. Thus, the shape of the DIS vertex distribution should well represent the
Compton vertex, too. Furthermore, using the DIS reference sample is advantageous because the
hadronic final state does not need to be restricted to a maximum polar angle as it is necessary for the
Compton selection due to the involved DC rϕ trigger (see section 6.3.2). This means that the DIS
vertex is better defined, in general, because also central tracks with a larger polar angle contribute to
the (standard) vertex reconstruction.

The vertex fit functions and the resulting reweighting function wvtx are displayed in Figure 6.19.
As can be seen w is of the order of 1 over most of the z-range but steeply rises at the edges. This
can be understood from the pure Gaussian simulation where no constant base was added such that the
Monte Carlo fit function can assume very small values and the ratio w becomes large. However, only
a few Monte Carlo events are affected from higher weights which do not exceed values of 2 within
the final vertex range.

The complete vertex distribution displays Figure 6.20. As the histograms show the overall shape
of the experimental vertex is well described by the simulation. But the reconstructed vertices in both
cases seem to be shifted with respect to each other: the simulated distributions is systematically lower
than the data for z < 0 and above the data for z > 0. This can be attributed to the CIP vertex
reconstruction and the problems found in the analysis of the CIP efficiency and pad behaviour around
the chamber’s wire supports, as described and discussed in Section 5.3.5.
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Figure 6.19: Vertex reweighting procedure. Left: input vertex distributions of DIS data sample (dots) and
Compton simulation (normalized to data). Right: reweighting function used for final correction of the simulated
Compton vertex. The dotted lines indicate the vertex range selected for the final measurement.
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Figure 6.20: Final Compton vertex distribution of data and Monte Carlos (signal and backgrounds). Simulated
events are reweighted with the their respective inverse luminosities.
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7 Cross section

7.1 Definition

The cross section calculation for both data and Monte Carlo follows the same steps from the number
of events (sum of weights) accumulated per kinematic bin in xl and Q2

l to the final result. The
procedure is given by the formalism for the leading order cross section measurement:

Δσ =
ΔN − ΔNbg

L · 1
εA (1 + δ)

. (7.1)

The double differential cross section is obtained by division of Δσ with the chosen bin size Δxl ·ΔQ2
l .

The numbers ΔN and ΔNbg denote the numbers of events in the data and the added background
samples, respectively, in that bin. L represents the corresponding integrated luminosity excluding
all runs and run periods with low data quality or efficiencies as discussed in the preceding sections.
The correction factor ε accounts for inefficiency effects which apply for the data sample only in the
case the corresponding physical process was not simulated in the MC. The acceptance A represents
a normalization factor due to insensitive regions of the experiment and other, geometrical limits (e.g.
the beam pipe hole). But it also contains all internal inefficiencies of data and MC, which have been
studied and brought in line in the analysis. Finally, a correction factor 1/(1 + δ) is applied to account
for the effect of higher order radiative corrections:

δ =
Δσfull

ΔσLO
− 1, (7.2)

where Δσfull corresponds to the cross section including the radiative effects and ΔσLO the leading
order cross section. In addition to the full radiative Monte Carlo sample which has been used through-
out the analysis, a second simulation has been carried out in which higher order radiative processes
were not allowed during the event generation in order to determine the δ factor. The typical order of
magnitude of δ is in the range of a few percent as will be shown in Section 7.5.

7.2 Kinematic range and acceptance

The kinematic range for the present measurement is established according to the preceding analysis
in [37] to allow for a consistent comparison of the results. Thus, the lowest bin edge of xl starts at
1.78 ·10−5 and advances in steps of

√
10 in four bins, consequently up to a limit of 1.78 ·10−3. The

leptonic Q2
l varies in the range given in Table 5.

Using these definitions the acceptance can be calculated from the generated and simulated Comp-
ton event sample. The acceptance is generally defined as

A =
Nrec

Ngen
, (7.3)

where Nrec is the number of all reconstructed events passing the full set of selection cuts, and where
Ngen is the total number of the generated input events before any of those selection criteria is applied.
Especially for Ngen it must be ensured already on the MC event selection stage that no event rejection
takes place, for example by the cluster search performed within QESCAT. Thus, A will vary in general
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Table 5: Binning of the kinematic range in leptonic variables available for the Compton scattering process.
The bins in Q2

l are of equal width (per xl range).

xl Q2
l / GeV2 binning

1.78 . . . 5.63 ·10−5 0.5 . . . 4.5 4 × 1.0 GeV
0.563 . . . 1.78 ·10−4 1.5 . . . 12.0 3 × 3.5 GeV

1.78 . . . 5.63 ·10−4 3.0 . . . 38.0 3 × 11.7 GeV
0.563 . . . 1.78 ·10−3 10.0 . . . 125.0 3 × 38.3 GeV

in the range of 0. . .1, but in cases with strong migrations from adjacent bins it could also exceed the
value of one. For the transition from measured event rates to the cross section it is preferable to avoid
large corrections due to very low acceptances since their relative errors directly contribute to the total
errors of the final results. The following cuts, which are close to the limits used in the analysis (or
given by the detector geometry), are applied to the generated quantities:

θgen
γ and θgen

e

θgen
γ and θgen

e

Egen
γ and Egen

e

Egen
γ + Egen

e

<
>
>
>

176.5◦

3.5◦

4 GeV
20 GeV

. (7.4)

The result of the acceptance determination is presented in Figure 7.1 for the whole kinematic range.
In agreement with the cited previous analysis there is no visible acceptance in the highest Q2

l -bin.
Furthermore, for the two outer Q2

l -bins at the lowest xl either the acceptance is very low or the
statistical uncertainty is very high, such that they also do not appear appropriate for a reliable cross
section measurement.

Purity and stability

The bin widths are required to fit the experimental resolutions in the given quantities in order to reduce
bin migrations effects. The level of migration between bins can be estimated and quantified using the
simulated sample in which for each physical quantity the reconstructed kinematic bin is related to
the true kinematic bin. The stability gives the fraction of events which stay in their corresponding
kinematic bin i after the reconstruction, it is defined as

S =
N i

rec ∧ gen

N i
gen

, (7.5)

while the purity measures the fraction of events which were not only reconstructed but also generated
in i:

P =
N i

rec ∧ gen

N i
rec

. (7.6)

Thus, P and S stand, in some given bin, for the outward and inward migration of events, respectively.
Figure 7.1 shows their values over the basic kinematic range, which are typically of the order of 70%
to 90%. Only in the spectrum of the lowest xl-bin the purity drops significantly below the average: in
the same distribution the two outer bins show statistical errors of 15% to 30%. Together with the result
of the acceptance determination these two bins are regarded as unsuitable for the final measurement.
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Figure 7.1: Detector acceptance (upper row of histograms, “A”), bin stability (middle row, “S”) and bin purity
(lower row, “P”) determined from COMPTON generated and reconstructed events as function of Q 2

l in different
xl ranges as denoted. The error bars denote the correlated statistical error of the number ratios given in Eq.s 7.3,
7.5, and 7.6. All values are measured for the full Compton sample, i.e. elastic and inelastic contributions.
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7.3 Control distributions

Before applying the acceptance corrections and calculating the final results the most important phys-
ical properties are discussed. Figure 7.2 shows the distributions of the energy, the SpaCal radial
position and the azimuthal angle for the first and the second Compton cluster for which the energy
relation E1 > E2 holds. The background is nearly completely made up of DVCS events, while the
di-lepton induced background does not contribute noticeable event rates. Note that the deep inelas-
tic scattering background is not displayed because of its expected low level and the problems of the
DJANGO generator in the kinematic range of the QED Compton process (Section 4.1.4). The inelas-
tic channel, defined according to the LAr energy criterion Eq. 4.10, is displayed as sub-sample of the
full Compton sample in all histograms for reference; open circles stand for the data, the dashed line
histograms for the sum of the simulated inelastic signal and inelastic backgrounds.

The experimental and simulated distributions match smoothly over their respective ranges. The
distributions of the SpaCal radial position of the first and the second SpaCal cluster show pronounced
drops around the critical value of r ≈ 25 cm. This is a consequence of the topological selection
introduced due to the acceptance transition between BST and CIP in this radial range. The strategy
could be modified using less strict acceptance criteria to gather a higher number of events in this
region. The azimuthal distributions ϕ1, ϕ2 are of sine-modulated shape with a peak of the first cluster
in direction of the positive x-axis. This effect originates from the tilt of the beams with respect to
the H1 coordinate system in combination with the cross section dependence of the scattering angle,
sensitively probed by the one Compton cluster which has the higher energy. Using the electron-photon
identification, see histograms in Figure 7.3, the azimuth distribution has a flat shape.

Finally, the configuration overview, Figure 7.2-bottom, demonstrates the number of events col-
lected in the different combinations of BST and CIP. The agreement of the normalization between
data and Monte Carlo seems to get the better the smaller the involvement of the BST detector is. In
c22, where both clusters are located in the outer SpaCal and eγ-identified using the CIP, the Compton
data and the simulation agree within the statistical errors. In contrast to this the BST-BST configura-
tion shows larger discrepancies which can be explained by the large noise contribution in this silicon
detector. In fact, adding the BDC to the particle identification in configuration c00, by the (much
stricter) logical “AND” association of BST and BDC track signals, a very good agreement can be
achieved in the shape and normalization of the physical distributions in this topology. Interestingly,
this observation is in accord with the expectation of the algorithm “III” of the alternative identification
schemes, discussed in Section 5.8.2, which predicts a very low mismatching rate in the combination
of these two detectors despite the large photon conversion rates just in front of the BDC. On the other
hand, this statement can account only for improved distribution shapes, but not for the overall nor-
malization. The data–MC agreement achieved in the case of algorithm “III” might, thus, also indicate
an improved rejection power against background and/or noise contributions.

In the control distributions of Figure 7.3 electrons and photons are distinguished. They indicate an
overall agreement of the different quantities. A few overshooting data bins in energy, and especially
in the azimuth (electron histogram in third row, left), are in contrast to the otherwise good agreement
between data and Monte Carlo. As these additional entries are found only in individual ϕ-bins, it
is an indication that again the BST with strong variations of efficiency and noise levels in its ϕ-
sectors (Sections 5.4.1, 5.5) might be responsible for this effect. Note that the chosen approach in
this analysis, the direct resimulation of electronic noise for the BST, can be replaced in principle and
in practice by explicitly excluding each single noisy channel out of the many thousand in total and
apply a corresponding list of all usable BST readout channels in a proper and detailed simulation of
the whole silicon detector [50]. However, such a procedure would go beyond the scope of the present
analysis.
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Figure 7.2: QED Compton event distributions of the first and second Compton cluster in energy, SpaCal radial
position and azimuth. All Monte Carlo events are reweighted according to their respective integrated sample
luminosities. The data (black dots) are represented as actual, unweighted event numbers. The bottom row of
histograms displays the event distribution in the separate topological configurations c00, c02, and c22. Error
bars represent the statistical error only.
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Figure 7.3: QED Compton event distributions of Compton electron and photon in energy, polar angle, az-
imuth, and the leptonic xl and Q2

l . MC events are reweighted according to their respective integrated sample
luminosities. Only the statistical errors are given.
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The distributions of the polar angle of electron and photon show that the drops of the correspond-
ing radial position do not appear as strong as in Figure 7.2. Together with the leptonic momentum
transfer, see the Q2

l distribution in the last row of Figure 7.3, the polar angle distributions underline
the observation that additional data entries appear above the Monte Carlo in the acceptance range of
BST, namely at high scattering angles θ and/or low Q2

l .

7.3.1 Vertex

The Compton event vertex has been presented in the previous Chapter where it was discussed that
the experimental and simulated vertex distributions exhibit a significant shift against each other. A
more detailed look can be made by separating the vertex distribution into the different cluster config-
urations. The result is depicted in Figure 7.4 in which the BST–CIP configuration c02 is shown in
two sub-samples, one where the electron traverses the BST and another one which contains all those
events where the electron produced a pad-cluster in the CIP chamber. While in configurations with
only one involved detector (c00, c22) the vertex distributions seem to have more or less matching
data and simulation this is not the case in the mixed configuration c02. The vertex distribution seems
to be distorted or shifted in c02. The c02–BST reconstructed vertex in inelastic events demonstrates
(s. Figure) that in this case probably additional background entries contribute to the data distribution
as irregular small “spikes” are visible on top of the flat shape of the corresponding simulated vertex
distribution. In the other case of c02, with a CIP validated vertex, the vertex distributions appear
smooth but with shifted peaks, one at lower z for the data and one at higher z in the simulation. A
total normalization difference between data and MC is visible because the surplus of data entries on
the negative z-side cannot compensate the lack of data entries on the positive z-side. Both effects can
be related to the difficulties of the CIP vertex reconstruction caused by the CIP pad-properties and
its influence on the pad-cluster formation. This is demonstrated in the lower histogram of Figure 7.4
in which all those z-coordinates are plotted where the electron trajectory crosses the CIP plane. The
pad-cluster formation algorithm appears to be not capable to compensate the efficiency gap of the pad
pair 19/20. Because the study on the CIP efficiency revealed no satisfying measure for the simulation
to describe the observed efficiency behaviour of the data this result has to be accounted for in the
treatment of the systematic errors.

7.4 Systematic errors

The systematic influence on the cross section measurement by the uncertainties of several input quan-
tities is discussed in the following. Typical relative systematic errors of these are estimated either
from major differences between the simulation and real data, or, where those are not present, they
are judged from their resolution, specific results of their treatment, or other measurements. Then
each of the listed relative errors is added in quadrature per kinematic bin to obtain the total relative
error which, together with the statistical error, is applied in the end to the result of the cross section
calculation. The procedure for a single error source is to vary the respective quantity up and down
for each event by its systematic uncertainty. The corresponding variations of the cross section are
determined and the average of both relative deviations from the unmodified cross section is regarded
as the systematic error.
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Figure 7.4: QED Compton vertex distributions sub-divided according to cluster configurations c00, c02 and
c22. In the case of c02 (BST-CIP) two cases are distinguished, depending on which detector the electron has
crossed. The lowest histogram contains the total zCIP distribution for electrons: the pad-cluster reconstruction
problems around the pad pair “19/20” manifest in a corresponding lack of entries at z ≈ − 40 cm.

The precision of the energy levels of the SpaCal and the LAr is estimated, respectively, from the
recalibration procedure in the previous section and the typical energy scale precision of corresponding
analyses (4%).

The BST and CIP polar angle resolutions are obtained by carrying out the same track reconstruction
procedure as used for particle identification in the Compton event sample, but now on the special
selection of the DIS event sample where a reference vertex position is available, s. Section 5.6.1.
For the BST tracking an average zvtx uncertainty of 0.5 cm is assumed which corresponds to a polar
angle error of about 0.3 mrad. While this value is in agreement for example with [37] for the CIP the
shape of its corresponding resolution distribution in the data does not match well the simulation. A
comparison of the CIP vertex with the DIS vertex based on central tracks position gives a typical data
resolution value of about σz=2.2 cm which also matches reasonably the level expected from the CIP
pad-cluster size and the underlying pad width in z. Also, there was a significant difference between
the reconstructed CIP pad-cluster width in the data and in the simulation. Therefore, the value of σz
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is taken as the systematic uncertainty for the CIP vertex measurement.

The SpaCal polar angle measurement affects (unconverted) photons where no track information can
be used. For these cases the calorimeter’s spatial resolution has to be considered. A typical value is
given by previous SpaCal studies related to clustering algorithms. Here an average cluster position
uncertainty in x and y coordinates of 0.3 cm is taken for the systematic variation. The z-position of
SpaCal clusters of unconverted photons has turned out to be an unclear issue in the context of the
energy calibration procedure (in contrast to other measurements).

Systematic background simulation errors are based on and estimated from their theoretical uncer-
tainty. In the case of the DVCS process the error has to be set to 50% to account for the fact that an
inelastic event generation is so far not available. Following [37] and [40] this error assumption is of
the same size as found in diffractive vector meson production. The complete generation of the DVCS
process is under development ([63]).

Table 6: Relative systematic errors εsys of important quantities affecting the Compton cross section measure-
ment. The values are given as percentages for each of the kinematic bins listed in Table 5. In the lowest row
the total error is calculated as the sum of all individual errors per column added in quadrature.

Source of error εsys (in %) in kinematic ranges
Δxl,1,ΔQ2

l,i Δxl,2,ΔQ2
l,j Δxl,3,ΔQ2

l,k Δxl,4,ΔQ2
l,m

energy, SpaCal 7.5 6.8 5.3 10.6 0.3 1.7 2.8 2.4 1.3 0.4 5.4 2.8
BST θ 12.5 2.8 3.2 10.6 0.3 1.0 0.3 1.1 0.0 0.4 0.3 0.0
CIP z(pad) 0.0 0.0 1.6 10.6 0.5 10.6 2.3 1.7 6.3 10.1 5.7 8.5
SpaCal θ 7.5 0.7 2.4 21.3 0.3 0.4 1.9 0.6 0.5 0.8 1.0 1.1
energy, LAr 2.5 0.7 0.4 0.0 0.7 0.4 0.5 0.5 0.4 0.8 0.6 0.0
DVCS bkgd. 25.0 9.5 4.2 3.2 5.7 2.2 0.8 5.2 0.5 0.8 1.0 0.5
GRAPE bkgd. 5.0 0.7 0.0 0.0 0.5 0.4 0.3 0.6 0.3 0.8 1.0 0.0
DJANGO bkgd. 5.0 0.7 0.0 0.0 0.5 0.4 0.3 1.3 0.7 0.8 1.8 0.0

total 30.9 12.1 8.0 28.4 5.8 11.0 4.3 6.3 6.6 10.2 8.2 9.1

7.5 Cross section

Once the acceptances are applied, the cross section measurement still needs to be corrected for radia-
tive effects according to Eq. 7.1. The non-radiative Monte Carlo simulation together with the standard
simulation yields the correction values within the present kinematic binning as listed in Table 7. The
δ values range within a few percent of ≈ +0.6% . . . − 6% whereas the maximum is found to be at
−9.8% in the third xl bin. They are applied to the reconstructed cross section values of the data and
the (full radiative) COMPTON Monte Carlo to obtain the double differential Born level cross section
d2σ/dxldQ2

l of the QED Compton scattering process. The resulting numbers are listed in Table 8
and displayed as histograms in Figure 7.6. As an additional information also the contribution of the
inelastic Compton events is displayed as a sub-sample in the corresponding kinematic bins for com-
parison with the total Compton cross section histograms. The inelastic channel’s own acceptance was
applied bin by bin analogous to the full cross section; in addition the corresponding bin-wise radiative
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Table 7: Radiative corrections for the calculation of the leading order QED Compton cross section, determined
from two MC simulations. The numbers are given in percentages; note that according to Eq. 7.1 negative values
of δ lead to increased cross section values compared to the measured σ. Values in parentheses are affected by
too low statistics or missing acceptance, respectively (see Section 7.2).

kinematic range δ = σ/σLO − 1 (in %)
Δxl,1,ΔQ2

l,i (+92.3) +0.6 –8.3 (–13.6)
Δxl,2,ΔQ2

l,j +0.1 –3.8 –5.2
Δxl,3,ΔQ2

l,k –2.6 –6.4 –9.8
Δxl,4,ΔQ2

l,m –2.9 –5.8 (0.0)

corrections were used. But especially in the lowest (xl, Q
2
l ) bins of the inelastic part the acceptance is

too low (≈ 5%) and the relative statistical error is too high (≈ 50%) for a reliable measurement. The
low acceptance is a consequence of the limitation of the maximum polar angle of the hadronic final
state in inelastic events.

For comparison purposes with previous analyses (as in [37]) the double differential cross section
and its errors are also given without bin size division in Table 9. The lower four diagrams of Figure 7.5
show the corresponding histograms together with the inelastic channel. The upper four diagrams show
the original QED Compton event rate (number of events normalized with luminosity of the data) with
all considered background contributions added to the Compton Monte Carlo.

Table 8: Double differential QED Compton cross sections (Born level) in their individual kinematic bins. All
cross section values are valid for the kinematic cuts given by Eq. 7.4.

kinematic range cross sections [nb/GeV2]
xl Q2

l [GeV2] σdata Δσstat
data Δσsys

data Δσtot
data σMC Δσstat

MC

1.78e-05 . . . 5.63e-05 0.5 . . . 1.5 660.3 326.5 203.7 384.8 488.5 140.1
” . . . ” 1.5 . . . 2.5 7534.8 702.7 910.5 1150.1 7071.2 449.7
” . . . ” 2.5 . . . 3.5 2126.3 290.9 170.3 337.0 1717.5 178.9
” . . . ” 3.5 . . . 4.5 126.7 90.2 35.9 97.1 98.0 54.9

5.63e-05 . . . 1.78e-04 1.5 . . . 5.0 1835.5 69.3 106.3 126.9 1745.4 46.8
” . . . ” 5.0 . . . 8.5 768.6 39.4 84.6 93.3 804.5 29.8
” . . . ” 8.5 . . . 12.0 237.7 18.2 10.1 20.8 261.6 14.3

1.78e-04 . . . 5.63e-04 3.0 . . . 14.7 99.3 4.0 6.2 7.4 100.1 2.8
” . . . ” 14.7 . . . 26.3 57.7 2.7 3.8 4.6 53.1 1.9
” . . . ” 26.3 . . . 38.0 12.1 1.4 1.2 1.9 14.6 1.2

5.63e-04 . . . 1.78e-03 10.0 . . . 48.3 3.7 0.3 0.3 0.4 3.9 0.2
” . . . ” 48.3 . . . 86.7 2.1 0.3 0.2 0.4 1.8 0.2
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Table 9: The double differential QED Compton cross section is listed here without bin-size division for com-
parison with other measurements, such as [37]. The cross sections are valid for the kinematic cuts given in
Eq. 7.4.

kinematic range cross sections [pb]
xl Q2

l σdata Δσstat
data Δσsys

data Δσtot
data σMC Δσstat

MC

1.78e-05 . . . 5.63e-05 0.5 . . . 1.5 25.4 12.6 7.8 14.8 18.8 5.4
” . . . ” 1.5 . . . 2.5 290.0 27.0 35.0 44.3 272.2 17.3
” . . . ” 2.5 . . . 3.5 81.8 11.2 6.6 13.0 66.1 6.9
” . . . ” 3.5 . . . 4.5 4.9 3.5 1.4 3.7 3.8 2.1

5.63e-05 . . . 1.78e-04 1.5 . . . 5.0 781.9 29.5 45.3 54.0 743.5 19.9
” . . . ” 5.0 . . . 8.5 327.4 16.8 36.0 39.8 342.7 12.7
” . . . ” 8.5 . . . 12.0 101.3 7.7 4.3 8.9 111.4 6.1

1.78e-04 . . . 5.63e-04 3.0 . . . 14.7 445.9 18.1 27.9 33.3 449.5 12.7
” . . . ” 14.7 . . . 26.3 259.1 12.1 17.0 20.9 238.6 8.4
” . . . ” 26.3 . . . 38.0 54.3 6.2 5.6 8.3 65.5 5.3

5.63e-04 . . . 1.78e-03 10.0 . . . 48.3 172.7 11.9 14.2 18.5 182.6 9.3
” . . . ” 48.3 . . . 86.7 97.8 15.0 8.9 17.4 85.3 10.5

7.6 Summary and prospects

In the present work a measurement of the double differential QED Compton cross section in ep
scattering at HERA was performed on the basis of the 1997 standard data set. The cross section was
calculated in leptonic kinematic variables xl, Q

2
l and compared to the result of the event generator

COMPTON2.14. The analysis included a detailed inspection of the subdetectors relevant for the
chosen phase space in Compton scattering, namely the Backward Silicon Tracker and the Central
Inner Proportional Chamber of the H1 experiment. The performance of both devices was checked
by using an independent event selection of deep inelastic scattered electrons of the same data taking
period. This DIS sample allowed to monitor and to determine efficiency variations in time and in
different subdetector parts, as well as the level of electronic noise. Further, the rate of conversion in
front of the used tracking detectors was measured with the Compton event samples containing the
photons necessary for this purpose. In addition the Compton selections allowed the application of
several important calibration measures as, for instance, detector alignment and corrections to particle
energies. An optimum particle identification was achieved by demonstrating that the involvement
of the BDC detector into the signal analysis degrades the quality of the identification by increased
mismatch probabilities.

The leptonic cross section measurement in QED Compton turned out to be consistent with the
results of [37] within the statistical and systematic errors, both of comparable order. The statisti-
cal errors of the cross sections are increased through the low acceptances which are affected by the
particle identification as a substantial factor. This is again due to the high photon conversion rate in
general found in the backward part of the H1 detector. The systematic errors are dominated firstly by
the uncertainties of the background contributions, most importantly by the Deeply Virtual Compton
Scattering process. And secondly by the difficult procedure of track reconstruction using the CIP
subdetector, mainly due to the fact that only two sensitive layers are available and no other track in-
formation was used, and also due to the unexpected problems imposed by the electronic performance
around the first CIP wire-support within the backward part of this device. A further consequence
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is that the resolution of the CIP vertex reconstruction cannot be very much better than the pad size
in z. The differences of the pad-cluster sizes, reconstructed in data and simulation, show that an
improvement might be possible by reconsidering the details of the chamber simulation.

Concerning further calibration aspects the position reconstruction quality of the barycenter of
Compton photon clusters in the backward calorimeter remains unclear. The study in this field indi-
cated that part of the energy calibration can be improved by assuming a systematic radial displacement
introduced by the electromagnetic cluster reconstruction, visible in the case of unconverted photons
where no other spatial information but the one from the calorimeter is available. At last it was found
that subdetector alignment constants are close to former measurements. The particle identification
performed in the present analysis allows azimuthal corrections of the magnetic deflection and offers
an improved resolution, due to the narrower acoplanarity peak, compared to standard methods of ear-
lier strategies which also used the Compton channel for this purpose but did not exploit the particle
identification.

The overall agreement between experimental and simulated Compton data as seen in control and
cross section results must be carefully interpreted. Splitting the full event sample into sub-selections
identical to the different topological configurations, named as c00, c02 and c22, where one of the
cluster is either in the acceptance of BST or CIP, shows a mutual changing quality among the con-
trol distributions, i.e. for example energy, radial cluster position and the event z-vertex distribution,
between the individual configurations. These “internal” discrepancies can be partly correlated with
the complex resimulation sequence of subdetector efficiencies, electronic noise and the conversion
effects. Because this treatment is performed on a semi-phenomenological level, i.e. not all detector
properties are resimulated on the level of elementary physics processes, it could be one reason for
some of the remaining systematic disagreements between Compton data and the simulation.

Prospects

Several options still exist to extend the kinematic range and improve the quality of the cross section
measurement. One of the major difficulties of this analysis was to deal with the track reconstruction
in the backward region of the experiment where only particle trajectories of high polar angles can
be observed. Extending the kinematic range into the LAr system would offer the possibility to make
use of the central tracking devices in order to precisely determine electron tracks or anti-validate
photon clusters. Further, the use of higher statistics data samples would allow not only a reduction of
statistical errors but also support the understanding of statistics-limited studies such as the conversion
rate measurement which represents a part of the overall calibration process. This measurement can
only be carried out by using the Compton sample. The upgrade of the backward tracking device BST
to BST-2 in later H1 data taking periods offers the possibility of an much improved signal-to-noise
ratio by four additional silicon sensor planes. Other technical possibilities still exist, as for example
the use of CJC or CIZ reconstructed track elements for a further improvement of track reconstruction
quality in the backward area.

From the physics point of view the measurement of the structure function F2 in ep scattering at
very low Q2

h is the main objective. Such a step requires, in addition to the aspects discussed in this
analysis, an understanding of the hadronic final state in inelastic QED Compton scattering as already
attempted in [38]. The present analysis provides a control towards the detailed understanding of the
leptonic side of the Compton process in terms of particle identification, calibration and normalization
of data and Monte Carlo. With improved versions of the DVCS event generator the most important
background estimation will also become more reliable in the future.
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Figure 7.5: QED Compton event rates and cross section. Upper four histograms: rate as number of events
normalized to luminosity. The backgrounds are denoted in the upper right histogram. Lower four plots: cross
section after background subtraction and acceptance correction. For the QED Compton cross section (sum
elastic plus inelastic) statistical (inner error bars) and systematics errors are added in quadrature (outer bars).
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Figure 7.6: The QED Compton double differential cross section as measured according to the kinematic range
of the MC event generation given by the limits of Eq. 7.4. The inelastic selection is shown for comparison with
dashed lines for MC and with open dots for the data. The inner error bars show the statistical errors, the full
error bars denote the statistical and systematic error added in quadrature; for the inelastic sub-selection only
the statistical errors are given.
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A Appendix

This appendix gives further information about different analysis aspects like the acoplanarity deter-
mination as well as technical data for run selections and alignment constants. Finally, the central part
of the encoding of the algorithm applied in the CIP pad-cluster formation is shown. They are all used
for the study of event data and efficiencies, and they are presented as reference for other analyses and
comparison purposes.

A.1 Computation of acoplanarity

The following describes briefly the determination of the signed acoplanarity as used throughout this
analysis. As defined in Section 2.1.2 the acoplanarity A = 180◦ − Δϕ, using the azimuthal angle
difference of two particles 1 and 2, takes into account the relative azimuthal position of both particles.
Although it is, in principle, sufficient to view only the absolute value of the acoplanarity, |A|, as done
in other works, here the sign of the deviation is preserved in order to be more sensitive in detecting
possible asymmetries in the lower and upper tail distributions of A. Especially in the case that particle
1 (2) represents the Compton-electron (-photon) the symmetry of Aeγ can be distorted by systematic
effects introduced by inaccurate particle identification or insufficient compensation of the electron
magnetic deflection. For further details and discussion s. Chapter 5 and also Section 6.1.2. Without
any further treatment the raw distribution of

Δϕ = ϕ1 − ϕ2 with ϕ1, ϕ2 ∈ [−π, π]

is characterized by two peaks around the values +π and −π, respectively, with the tails ranging within
[−2π, 2π] in total. The acoplanarity follows in two steps. First, by an interval reduction of Δϕ:

Δϕ

{
> +π : Δϕ′ = Δϕ − 2π
< −π : Δϕ′ = Δϕ + 2π

where Δϕ′ ∈ [−π, π].

The Δϕ′ distribution features two “half” peaks sharply limited at the lowest and highest interval
borders without any tails beyond them. The second step merges these peaks into the final signed
acoplanarity A12:

Δϕ′
{

> 0 : A12 = Δϕ′ − π
≤ 0 : A12 = Δϕ′ + π

such that A12 ∈ [−π, π].

Positive (negative) acoplanarities mean that the second cluster is closer in azimuth to the first cluster
in the direction equal to the positive (negative) rotation sense. Thus, the case example of Figure 2.2
has a positive acoplanarity.
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A.2 Run selection

Table 10: List of rejected run numbers for the Standard and Minimum Bias data which was taken in 1997 [46].

Run number range Comment
177920 ... 180958 startup instabilities
188581 ... 188637 general trigger problems
191512 ... 191694 MWPC problems
194783 ... 194785
194832 ... 194835
194166 ... 194255 L2 problems
191749 ... 192008 IET1 problems
192759 ... 192906
193065 ... 193235
193433 ... 193462
193502 ... 193526
195932 ... 196377
198826 ... 198884 L2 problems related to subtrigger 1 and 3
198826 ... 198884
198345 ... 198440 timing problems, LAr trigger experiments
201320 ... 201383 Minimum Bias runs - new L4-2000 scheme for fills 1593-1594
191730
191984
192914
193315
195512
196374 ... 196375
197036
192864 double run numbers
194521
194527
193139
193163
200445 Strange L5 weights
201141 lumi platform mistakenly moved
201281 BST readout problem
201282 ... 201283
201293
201439
201441
201445
201470 ... 201473
201475 ... 201476
201478 ... 201479
201481 Last of BST surely broken
201220 Pretest for L4 scheme 2000
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Table 11: List of run numbers with inactive trigger stages L2 and L4, as used for the measurement of the
efficiency of the L2 topological Compton trigger element.

Run numbers
180061
180064
180068
180069
180070
180072
180074
181003
181135
181401
181759
181876
182798
182990
184596
184602
184690
185722
185724
185725
185727
185729
185731
185732
185734
185735
185736
185748
185749
186006
192496
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A.3 BST parameters

Table 12: BST alignment parameters, as to be used as program steering bank “BSTA”, taken from [32]. The
first five numbers in the upper row represent the external alignment parameters, i.e. shifts along the x, y, z axes
(in cm) and the two tilt parameters of the principal BST cylinder axis. All other numbers represent relative
positions of the internal silicon detectors.

.129 -1.38 -0.275 0.0062 0.00036
37.23 -76.77 -68.10 -89.56 -41.41 -72.12 -69.42 -75.28

715.59 478.29 536.49 403.06 -31.92 41.33 8.66 36.95
-79.18 -227.93 -208.34 -109.05 -287.32 -315.39 -343.94 -349.34

-124.94 -156.23 -197.77 -14.12 146.22 134.20 140.58 283.10
383.04 -7.58 -105.12 -44.38 59.09 76.61 131.27 90.18
255.17 297.74 249.91 233.16 13.25 138.40 94.43 105.83

-120.04 -4.43 -7.47 17.91 -143.37 22.83 20.64 27.01
-392.28 -118.22 -208.20 -119.83 -237.11 -281.38 -258.66 -175.56
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A.4 Encoding of the CIP cluster algorithm

The commented code excerpt below illustrates the implementation of the CIP pad-cluster algorithm
as developed for this analysis. The resimulation of the individual pad efficiency and of the wire-
spacer effect take place before the actual pad-cluster formation. The routine is run for each detected
electromagnetic Compton cluster candidate per event.

[Initialisation]
[In Monte Carlo: individual pad resimulation of efficiencies and of the spacer effect]

//--- Author: Nicolas Keller
//----------------------------------------------------
//--- Removal of single active pads
//----------------------------------------------------

for ( j=0; j<30; j++) //--- Scan all pads of CIP from chamber -z end
{ //--- towards vertex.

if ( p1[j] ) //--- In layer 1 (outer CIP)
{

if ( j<29 && !( p1[j+1] || p0[j] || p0[j+1] ) //--- check for single active pads and
|| //--- their relative geometrical positions,
j==29 && ! p0[j] )

{
p1[j] = kFALSE; //--- remove them from list.

}
}

if ( p0[j] ) //--- Do the same for layer 0 (inner CIP):
{

if ( j> 0 && !( p1[j] || p1[j-1] || p0[j-1] ) //--- also using pad-information <p1> (layer 1).
||
j==0 && ! p1[j] )

{
p0[j] = kFALSE;

}
}

}

//----------------------------------------------------
//--- Find contiguous pad series, form half clusters,
//--- fill matching pads into arrays <cl0> and <cl1>:
//----------------------------------------------------

j = ip0 = ip1 = ic = 0; //--- Reset counters, j: pad start index.
//--- ip0/1: offsets to j.

for ( k=0; k<10; k++)
{

nl0[k] = nl1[k] = 0; //--- Reset list entry counter.
for ( m=0; m<10; m++) cl0[k][m] = cl1[k][m] = 0; //--- Reset cl0/1 lists.

}

while ( j<30 ) //--- Start to find all possible pad-clusters:
{

if ( j+ip1<30 )
{

while ( p1[j+ip1] ) //--- Scan outer layer
{

cl1[ic][ip1] = j+ip1; //--- Add pad <j+ip1> of layer 1 to cluster <ic>.
ip1++;

}
}

k = 0;
while ( !p0[j+k] ) k++; //--- Find starter pad for inner layer.
if ( j+ip0+k<30 ) //--- Require index range validity
{

while ( p0[j+ip0+k] ) //--- Scan inner layer...
{

cl0[ic][ip0] = j+ip0+k; //--- ... and add active pads to half cluster.
ip0++;

}
}

if ( ip1>0 && ip0>0 ) //--- At least one pad in each layer/half cluster:
{ //--- = full cluster found!

nl0[ic] = ip0; //--- Store number of pads inner layer.
nl1[ic] = ip1; //--- Store number of pads outer layer.
j = max( cl0[ic][ip0-1], cl1[ic][ip1-1] )+1; //--- Set new starter pad for next cluster-search

//--- (last pad of previous cluster).
ic++; //--- Count this cluster.
ip1 = 0;
ip0 = 0;

}
else j++; //--- No cluster found: continue layer scanning.

}
[Calculate cluster properties]
[Return to event calculation]
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University of Zürich, as well as for his advice in detail questions of this study of QED Compton

events. Finally, I would like to thank him for his general practical support, his patience and humour.
Thanks Ueli!

I would like to thank Dr. Katharina Müller for her continuous interest, advice and support for the
Compton analysis. She contributed her valuable expert knowledge about handling the data of the

Central Inner Proportional Chamber, innumerable hints and many discussions, and helped with her
experience solving many details and questions of principle.

Also thanks to Victor Lendermann, for his important insight to many details of the Compton
scattering process, the extension of the COMPTON Monte Carlo generator, making available useful

Backward Silicon Tracker code, and many discussions.
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