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Chapter 1

Introduction

Understanding the structure of matter, its properties and interactions, is one of the funda-
mental questions of physics. The theory that currently describes and explains successfully
most experimental data is known as the Standard Model. According to this theory, the fun-
damental constituents of matter are leptons and quarks and their antiparticles. There are
three generations of leptons and quarks and they interact via the exchange of gauge bosons.
The electromagnetic force, mediated by virtual photons, and the weak force by Z° and W+
bosons are described by the unified electroweak model. The strong interaction, mediated by
gluons, is described by Quantum Chromodynamics (QCD).

The scattering experiments have had a fundamental role in the research of elementary
particles since the Rutherford experiments, which studied the structure of the atom (1911) or
later the SLAC experiment, which showed the partonic substructure of the nucleon (1969).
At HERA electrons were collided head-on with protons. The former can be regarded as a
source of virtual photons which penetrate the proton and resolve its substructure. Due to the
large energy transfer, the proton usually breaks up producing multi-particle states of high
invariant mass which allow to study the interaction between elementary particles in detail.

Since 1992, HERA operated at a high centre of mass energy, above 300 GeV in order
to explore the region of highest momentum transfers Q? and high transversal scales. One
of the achievements of its program has been the measurement of the Fy structure function.
However it was not possible to measure directly the longitudinal structure function without
modifying the centre of mass energy. Then during the last three months of HERA running,
two special runs with lower proton beam energy took place devoted to the mentioned mea-
surement. The objective of the third proton beam energy run was to extend the range of
Fj, data and provide valuable systematic cross checks. Apart from measuring Ff, other con-
tributions of this new data will be the measurement of the diffractive longitudinal structure
function FP (zrp,Q?, 8), and the contribution to measure total cross sections and extend the
kinematic range of the inclusive Fs.

The measurement of F, will help to determine the gluon distribution at low z, and par-
ticularly at low @2, to determine whether fixed-order calculations in QCD are sufficient or



other theoretical extensions may be needed. It is also an important measurement to make
predictions and comparisons at the LHC, providing a constraint on the determination of the
gluon density in the z range of W and Higgs production at LHC [2, 3].

The aim of this work is to prepare for the measurement of Fr. This diploma thesis is
organised as follows: The theoretical background, ie. deep inelastic scattering, quark parton
model, structure functions, etc. and the motivation of this diploma are presented in the
second chapter. An overview of HERA and the H1 detector is introduced on the following
chapter. In chapter 4 the data sets analysed and the general selection are described. Before
carrying out any analysis of the data, it is obviously necessary to study the efficiency of the
detectors involved. Therefore in chapters 5 and 6 the performance of the detectors which are
significant for the measurement of the proton longitudinal structure function, SpaCal, CIP
and BST are studied. One of the basic quantities which has to be determined precisely is
the energy of the scattered electron in the SpaCal, the necessary calibration is introduced in
chapter 7. The last two chapters are dedicated to study the data collected in 2007. First of
all, the stability, focusing on the three energy runs in 2007, is shown, to study the relative
normalisation between the samples. Finally in chapter 9, the first cross sections for high and
low energy proton beam runs are obtained.



Chapter 2

Theoretical Background: Deep
Inelastic Scattering

The deep inelastic scattering (DIS) is the scattering of an electron off a proton with sufficient
energy to interact with a charged constituent of the proton, producing a multihadronic final
state. These processes are characterised by the exchange of a space-like virtual gauge boson
between the interacting lepton and proton, see figure 2.1. Depending on the exchanged boson
the DIS processes can be classified into two groups:

Neutral current processes (NC) ep — eX are mediated by the exchange of a neutral
gauge boson, photon or Z°.
Charge current processes (CC) ep — v, X are mediated by the exchange of a charged

gauge boson, W+,

CC processes are hindered compared to NC processes due to the high mass of the W+
bosons.

Figure 2.1: Schematic diagram of a deep inelastic lepton-nucleon scattering process. The four
vectors of the particles are given in parentheses.



2.1 DIS Kinematics

The usual variables to describe the lepton-nucleon scattering are:

¢?>=(k — k')? is the squared momentum transfer, where k¥ and k' are the 4-vector of the
incoming and outgoing electron® respectively. In order to work with a positive defined
variable, the photon virtuality, Q? = —¢?, is introduced. It determines the resolving
power of the interaction.

Wfp = (P + q)? defines the hadronic invariant mass, y-proton centre of mass, where P is the
4-vector of the incoming proton and g is the 4-vector of the photon

s = (k+ P)? is the squared centre of mass energy of the lepton-nucleon system.

T = % is the dimensionless Bjorken variable, corresponding, in the quark parton model, to
the fraction of the proton momentum taken by the parton hit by the exchanged photon
or Z boson.

Yy = Z'_—J; known as the inelasticity variable which gives, in the rest frame of the proton, the
fraction of the incoming lepton energy carried away by the exchanged boson.

These quantities are not independent from each other, neglecting the proton and the electron
mass, which are two and six orders of magnitude smaller than the centre of mass energy of
the system, y is related to = and Q? by the equation

Q?* = sxy. (2.1)

Depending on the photon virtuality different regimes are defined, the photoproduction
domain is defined by Q? ~ 0 GeV? and the deep inelastic scattering regime by Q2 > 1 GeVZ2.

2.2 Determination of the Event Kinematics

A precise measurement of the DIS cross section requires an accurate reconstruction of the
kinematics describing the scattering process. These can be reconstructed using the scattered
lepton, the hadronic final state or a combination of both methods [4]. Using several methods
is important for the maximum coverage of the kinematic range and the control of systematic
uncertainties.

In the ”electron method” the event kinematics are determined from the measured energy
of the scattered electron, E!, and its polar angle 6,:

_ Eg(1 —cosb,)

5 , Q*=2E'E.(1+cosf,) = —-——%
e

Ye =1 (2.2)

The coordinate system of H1 is defined such that the positive z-axis is in the direction
of the incident proton beam, i.e. polar angles are defined with respect to the proton beam

n this diploma thesis the term electron is used to refer to both electron and positron.



direction. From the above formulae the following conclusions can be drawn: If the electron is
scattered at large angles, 6. > 155°, the inelasticity y is almost defined by its energy E., the
lower the energy, the larger values of y are reached. The virtuality Q? depends mainly on 6,
at low vy, large values of the polar angle correspond to small values of Q2 and vice versa.

Performing the error propagation for the inelasticity y one obtains:

0Ye 11—y (5Eé 00, >
— = b ——FF— 2.3
Ye Ye Eé tan(ee/Z) ( )

where @ denotes quadratic addition, A® B = v/ A? + B2. The electron method is accurate
at large y (events with the electron scattered into the backward calorimeter, see section 3.2.3,
large 0, low E!). The resolution degrades with % as E! approaches the electron beam energy
E,. Thus, it is usually used for y > 0.1. Variables reconstructed with this method are sensi-
tive to the initial state radiation, so corrections are needed.

Another method is the ”hadronic method”, using the hadronic final state particles. The
detector has no 47 coverage so there is some leakage of particles along the beam. As the
proton beam energy is much greater than the electron beam energy, see next chapter, the
leakage is more significant in its direction. One has to use the variables which are less sensitive
to these losses. These can be derived from the transverse momentum balance in the event:

0=P" = P = E!sinf, + P,j, = E.sinf, + ZPJ_,i (2.4)
i
and from the conservation of the difference of energy and longitudinal momentum:
(Ei* — PI") + (B, — P,) = 2E, = E,(1 — cosf,) + 2 (2.5)
with

Y= ZEz(l — cos 6;) (2.6)

i

The inelasticity can be determined as:
> i(Bi =) _ 2B, — EL(1 — cosb.) _ > i Ei(1 —cos ;) _ Xz @27)

Y= TR, 2F, 2F, 2F,

where E; and p, ; are the energy and longitudinal momentum of a particle ¢ in the hadronic
final state, neglecting its mass. The hadronic scattering angle is defined by

o, =
2O

t —_
2T P

(2.8)

where P, j, is the transverse momentum of the hadronic final state particles. In the quark
parton model (QPM), 6, defines the direction of the struck quark related to 6.,

O 0y B
tan ? = q - tan 5 (29)
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This relation and y, determine the scattered electron energy from 6, and 8, in the ”double
angle method”, used for calibration purposes, see chapter 7.

The third method is the 7Y method” which uses measurements from the scattered lepton
(0¢, E;) and the hadronic final state (X). The kinematic variables are defined as

) , EZsin’0,
= ==\ 2.10
Yz Y+ EL(1—cosb)’ @s 1—ys (2.10)
The hadronic variables y;, and y. are related by
Ye
g = — ¢ 2.11
1+ Yn — Ye ( )

The results of performing an error propagation for the inelasticity for the hadronic and X
method are:

5yh I
— = = 2.12
" (212)
Sys: 5% E! 56,
=(1— —p =t ———). 2.1
(1) (G oo (2.13)

The precision of these methods compared to the electron method is better for low y. They
show the same behaviour at low y since the term %2 dominates the resolution of dy. At large
values of y the resolution of yx is better than the one of y; due to the factor (1 — y). The
3 method is also less sensitive to initial state radiation, using the E' — p, conservation in the
event, it absorbs ISR effects into its definition. For this analysis the electron method and the
3} method will be used.

2.3 Cross section and Structure Functions

At a fixed centre of mass energy, the DIS measured cross-section depends only on two indepen-
dent kinematic variables due to the ¢ symmetry, the momentum conservation and negligible
particle masses. These are chosen to be z and Q2. The neutral current double differential
cross section in the one-photon exchange approximation is given by

L =i (Pao.@?) ~ L Fule, @) .14
— =K T — =—Fr(x .
dzdQ? 2 v,

where Y, = 2(1 —y) +4? and k = %‘%Y+. F» and F7, are the proton structure functions.
Due to the positivity of the cross sections for longitudinally and transversally polarised pho-
tons scattering off protons, the proton structure functions obey the relation 0 < Fy < FT.

The ep process can be understood as the interaction of a flux of virtual photons with the
2 .
proton. Then dgd# can be written as [4]

d’c

dzdQ? I'(y)(or + €(y)or) (2.15)



2 — . .
where I'(y) = 2?&9051;5 corresponds to the flux factor, e(y) = 2(1,—+y) to the photon polarisation
and o, 0y, are the cross sections of the interaction of transverse and longitudinally polarised

photons. These are related to the structure functions as:

2 2
47‘(‘204(O-T($’ QQ) +0L(xaQ2))a FL(waQZ) = 420y

Fy(x,Q%) = or(z, Q%). (2.16)

The ratio R = o1, /or measures the amount of photon-proton scattering with different
polarisation.

The experiments at SLAC [8] in the seventies showed that at Q? ~ 5 GeV? the depen-
dence of the structure functions on Q2 vanishes and they depend only on z. This is called the
”scaling behaviour” of the proton structure functions and it was explained by Bjorken [10]
and interpreted by Feynman leading to the Quark Parton Model, QPM [9]. In the QPM the
DIS is interpreted as scattering of point-like, quasifree constituents within the proton, in the
frame in which the proton has infinite momentum. The DIS is the sum of incoherent elastic
lepton-parton scattering processes.

In this model the structure function Fy can be expressed as a sum of quark/antiquark
momentum distribution zg;(z) weighted with the square of their electric charge e;:

Fy(z) = Ze?w[qi(a:) + G;(z)]. (2.17)

The functions g;(z) are the probability momentum density functions of the partons i in-
side the proton.

The ratio R depends on the spin of the interacting particles. A spin 1/2 massless parti-
cle cannot absorb a longitudinally polarised photon without breaking helicity conservation,
therefore the QPM predicts that o7, = 0 which leads to

Fr, =0 (2.18)

known as the Callan-Gross relation. In the early measurements R was consistent with
zero which gave support to the idea that partons in the nucleus were in fact quarks, spin 1/2
and massless particles [11].

One of the main contributions of HERA was to measure F» with high precision to confirm
the scaling violation of Q2. Together with the violation of the mentioned Callan-Gross relation
which was as well experimentally confirmed, the naive approach of the QPM had to be
modified to take into account this features predicted by QCD.



2.3.1 Quantum Chromodynamics and QCD Evolution Equations

QCD describes the strong force, it introduces a new quantum number, colour, carried by the
quarks in addition to their charge. There are three colours and the interactions are invari-
ant under SU(3) transformations. Eight massless gauge bosons enter the theory, the gluons,
which are electrically neutral but carry colour. The running coupling constant, a;, decreases
at large energy scales and quarks are asymptotically free and increases at lower energies,
quarks are confined to colourless hadrons. For large momentum scales, @ > 1 GeV?, pertur-
bative calculations using order-by-order expansions in ¢, are possible.

Then according to QCD, protons are not only constituted by quarks but also by gluons
binding the quarks in the proton. Fluctuations such as emission and reabsorption of gluons
and creation and annihilation of q¢ are expected. Some of these fluctuations can be seen
depending on the resolving power of the probe and the time of the interaction, changing the
partonic structure of the hadron. In other words, the structure functions acquire Q? depen-
dence.

The parton distributions in the hadron cannot be calculated from first principles, however,
thanks to the QCD factorization theorem the parton evolution, the Q? dependence of partons,
can be calculated within perturbative QCD. These parton evolution equations are known as
DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Paresi) evolution equations. They describe the
way that the quark, ¢, and the gluon, g, momentum distributions in a hadron evolve with
the scale of the interactions Q?, see expression 2.19. The splitting functions P;; describe the
probability of parton j to emit a parton ¢ with a given fraction of parton j momentum [5].
They are obtained in QCD by perturbative expansion in ag. In leading order the parton
distribution acquires a Q? dependence and beyond leading order the splitting functions depend
on the factorisation scale and the definition of parton distribution is not unique. This affects
the relation between quarks and structure functions.

9 (q\_as(@) [Py P q
s () =52 | e e e (2) 219)

Due to the additional particles at the hadronic vertex it is possible to conserve the helicity
and angular momentum with a longitudinally virtual photon. In next to leading order the
Callan-Gross relation is violated and Fp, takes the form: [7]

) =22 [ [P @) s X (1-2) @) @)

with contributions from quarks and gluons.

At low z, Fy, essentially determines the gluon distribution zg(z, Q?) [1],
zg(z) o< Fr(0.4x). (2.21)

The measurement of the longitudinal structure function would be a clean probe of the gluon
in the domain of z (107%,1073).

10



2.4 Measurement of the Longitudinal Structure Function

The extraction of Fy(x,Q?) from the measured cross section has only be possible at low y,
where the contribution of Fr,(z, @?) can be neglected, or at high y making assumptions on Ff,
and the latter has not been measured directly. The direct method to obtain Fp, is to measure
the differential cross section at fixed (x,Q?) and different v, ie. different beam energy and to
fit the reduced cross section, defined in equation 2.22, with a straight line as a function of
fly) =y*/Y;.

or = (Fa(z, Q%) — f(y)Fr(z, Q%)) (2.22)

2.4.1 Running at Low Proton Beam Energies

According to equation 2.1, fixing (z,Q?) and varying y can be done by changing s. Since
s = 4E.E, this could be done varying the electron, proton or both beam energies. It was
decided to lower the proton beam energy because reducing the electron beam energy would
have required to lower the scattered electron energy below the trigger threshold and it would
have affected the scattered electron angle more that the reduction of the proton beam energy.
Another advantage of reducing E,, is the maximum cancellation of systematics when making
a relative cross section measurement [1].

In 2007 three data sets were taken, the proton beam energies were E,= 920 GeV, like it
had been previously, E,= 460 GeV and finally E,= 575 GeV. In this thesis these data sets
will be often referred to as high energy, low energy and medium energy data respectively. The
choice of the first reduced proton beam energy was a compromise between the requirement to
have the lowest proton beam energy and the luminosity, which is diminished approximately
o« By 2. The measurement could be also done with only two proton beam energy values but
the third run, E,= 575 GeV, provides a statistical cross-check of the systematics uncertainties
which compensates the partial loss of statistical precision of a longer E,= 460 GeV run.

To illustrate the method, the reduced cross section at z = 0.00025 and Q? = 10 GeV? is
plotted in figure 2.2 for the three energies [39]. One can see that the precision of Fy, requires
the difference between f(y) at high and low energy beams to be large, ie. large difference
between the centre of mass energies as it was stated in the previous paragraph. The precision
varies as 1 1

fys0cev)  Yisogev

(2.23)

where y460Gev corresponds to the y value for the E,=460 GeV data. It is necessary to
reach the highest value of y possible. Fy, is sensitive to small relative shifts of the cross sec-
tions and not to absolute errors.

At low enough values of y the second term of the equation 2.22 is negligible and the value
of the reduced cross section is the same independently of the centre of mass energies at fixed
z, Q?. For higher values of y the measured cross section depends on s. That behaviour is
shown figure 2.3. The reduced cross section as a function of the proton beam energy is plotted

11
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Figure 2.2: Simulated measurement of the reduced cross section for data at 920 GeV (30
pb~1), 575 GeV (10 pb ') and 460 GeV (13 pb!). The inner error bar represents the
statistical error. The full error bar denotes the statistical and the systematic uncertainty
added in quadrature [39].

for Q2 = 15 GeV? and for three different values of z. At z = 0.001 the relative difference
between o, for E,= 460 GeV and E,= 920 GeV is about 1%. At > 0.001, which implies y
smaller than 0.3 for E,= 460 GeV, the value of o, is essentially the same for the three proton
beam energies. At lower values of z the difference in o, increases and at z = 0.00035 it is
expected to be around 20%. This corresponds to y = 0.85 for the low proton beam energy
data, which is the upper limit that H1 is expected to reach. In the figure, the values of the
kinematic plane that will be analysed in this work are represented by closed circles and the
triangles correspond to the expected future measurement by H1.

It is fundamental to check at z > 0.001 the relative normalisation of the three sets,

proportional to the luminosity measurement, because a shift would ruin the measurement of
Fy.

12
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Figure 2.3: Reduced cross section for data at 920 GeV, 575 GeV and 460 GeV at Q? = 15
GeV? for three different values of . The dots represent values of 2 which will be analysed in
this thesis and the triangles represent the reduced cross section at the minimum z that H1 can
measure. The values of the cross sections are obtained using the QCD fit HIPDF2000 [36].
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Chapter 3

HERA and the H1 Detector

In this chapter the HERA accelerator and the H1 detector are introduced. The description
of the H1 detector corresponds to its configuration after the year 2003.

3.1 The HERA Accelerator

The particle accelerator HERA (Hadron-Electron-Ring-Anlage) was the first hadron/lepton
collider and it was operating from the summer 1992 to the end of June 2007. It consists of
two storage rings to accelerate protons or electrons (positrons) respectively, see figure 3.1.
The energy of the lepton beam was 27.55 GeV. The energy of the proton beam has been
modified for different periods: From 1992 to 1998 it was 820 GeV, which corresponds to a
centre-of-mass approximate of 300 GeV. Then the energy was increased to 920 GeV, yielding

Hall North

‘85 Volkspark
3\ Stadion

proton bypass
=1 —

ZEUS

Figure 3.1: The electron-proton storage ring HERA is shown on the left side. A zoomed view
of the pre-accelerators is presented on the right side.
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Status: 1-July-2007

%y A0 \ \ HERA low E, run Status: 1-July-2007
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Figure 3.2: Integrated luminosity delivered by HERA T and HERA II (left plot) and integrated
luminosity delivered and physics luminosity collected by H1 during the low and intermediate
energy running period (right plot).

Vs = 320 GeV. The last three months of HERA operation were devoted to two reduced
proton beam energy runnings: from 26 March to 1 June, it was 460 GeV and the last month,
to 30 June it was 575 GeV.

The HERA lepton beam magnets operate at ambient temperature, while the proton ring
magnets are superconducting. The particle beams are stored in bunches with 96 ns bunch
crossing intervals, corresponding to a 10.4 MHz collision rate. Some number of bunches are
left unpaired for background studies. The usual maximum beam current reached just after
injecting the new beams was I, = 100 mA for protons and I, = 40 mA for protons and for
electrons respectively, with a typical peak luminosity of 4.5 x 103! cm™2s~!. There are four
experiments along the ring, two of them are fixed target experiments, HERMES which used
the lepton beam and HERA-B (only until 2003) using the proton beam, and two colliding
experiments, H1 and ZEUS. In 2000 the HERA I phase was finished and the collider and the
detectors were upgraded for the HERA II phase, characterised by a higher luminosity. In
figure 3.2 the integrated luminosity for the whole HERA running period and the luminosity
collected during the low and medium energy runs in 2007 are shown.

At the high centre of mass, Q2 values up to 105 GeV? were reached at the highest z,y
possible. At low Q?, = values down to 51075 were reached. HERA operated using both
electrons and positrons, their interaction differ due to electroweak effects. After the HERA
IT upgrade, lepton beam polarisation was available for the colliding beams having a similar
effect as the sign of the lepton.

15



3.2 The H1 detector

The H1 experiment is arranged cylindrically around the beam axis. The origin of the H1
coordinate system is at the nominal interaction point. Points within the detector are usually
defined using the cartesian coordinates. The z-axis is pointing in the direction of flight of the
incoming proton, the y-axis is pointing vertically upwards and the x-axis points horizontally
to the centre of the storage ring. Angles are described with a spherical system (r,8, ¢), such
the azimuthal angle ¢ lies in the xy-plane and the polar angle 8 is measured from the positive
Z-axis.

Due to the imbalance of the energy of the electron beam and proton beam, the centre of
mass system is boosted in the positive z-direction with respect to the laboratory system, many
more particles are produced at small angles, the forward direction. Therefore the H1 detector
has different systems in the forward and backward direction. The H1 detector combines
tracking in a solenoidal magnetic field of 1.15 T with calorimetry to investigate high-energy
ep interactions. The energy of the electron, when scattered into the backward region of the
detector (153° < 6, < 177°) is measured with the Spaghetti Calorimeter, SpaCal, a lead-fibre
calorimeter. The identification of the scattered lepton is improved and the polar angle is
measured with a backward chamber, BPC, and a backward silicon strip detector, BST. The
hadronic final state is reconstructed with the Liquid Argon calorimeter, LAr, the tracking
detectors and the SpaCal. The interaction vertex is determined with the central tracking
detector which consists of a concentric z chamber, COZ, and two concentric jet drift chambers,
CJC. The vertex reconstruction is complemented by the inner proportional chamber, CIP.
The luminosity is determined using the process ep — epy, the final state photon and electron
can be detected in calorimeters which are situated close to the beam pipe. In figure 3.3 an
overview of the detector is shown, the most important parts are numbered.

In the next section the mean systems of the H1 detector after the last upgrade, will be pre-
sented. A complete description of the detector as it was in 1997 can be found in [12] and [13].

3.2.1 Tracking Systems

The tracking system of H1 provides triggering, reconstruction and particle identification of
charged particle tracks. It covers the polar angular region 7° < § < 173°. Due to the asym-
metry between the electron and the proton beam energies the tracking system is divided in
different parts depending on the direction: forward tracker, central tracker and backward
tracker.

The Central Tracker Detector (CTD) is composed of a number of drift and proportional
chambers for tracking and triggering. It consists on the Central Jet Chambers (CJC1, CJC2),
the Central Inner Proportional chamber (CIP), Central Outer z-chamber (COZ) and Cen-
tral Silicon Tracker (CST). The designed resolution for the momentum of charged tracks is
op/p® = 3-1072 GeV~! and for the polar angle 0(¢) ~ 1 mrad. In figure 3.4 a transversal cut
of the CTD and the BST/FST, described in next section, looking in the negative z direction
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Figure 3.3: H1 detector: The main tracking system is provided by the Central and For-
ward Trackers . The calorimetry is provided by a Liquid Argon Calorimeter (LAr) with
electromagnetic and hadronic sections in the central and forward region and a Lead-
Scintillating Fibre Calorimeter (SpaCal) in the backward direction. The calorimeter
region is surrounded by a large superconducting coil @, which provides a uniform solenoidal
magnetic field of 1.2 T. The streamer tubes @ in the iron return yoke measures hadronic

shower leakage and identifies muons in the central region. In the forward direction there are
dedicated muon systems @ with a separate toroid .
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Figure 3.4: Projection of the Central trackers, BST and FST in the negative z direction.

is presented.

The CJC is the main device of the H1 tracking system, it comprises two concentric parts:
The inner CJC1 and the outer CJC2, with sensor wires running in the y direction and a 1.15
T magnetic field parallel to the z-axis. The drift cells are tilted by 30° with respect to the
radial direction, so the electrons created by the ionisation travels perpendicularly to the track
direction. The CJC tracking resolution in the r — ¢ plane is 170 ym and the resolution in
the z-direction is o, = 2.2 cm. It provides information about particle identification measur-
ing dF/dx along the track. The COZ was built to complement the measurement of CJC,
the chamber resolution is about 300 ym in the z-coordinate. The CIP is mainly used for
triggering purposes. The CIP was upgraded within HERA 2000 upgrade. It is a concentric
multiwire chamber situated between z = —1127 mm and 1043 mm, which covers the region
11° < 0 < 169°. It consists of five layers which have 480 anode wires of 25 ym diameter
strung parallel to the beam line. It is used for trigger Level 1, for details see [14].

The Backward Proportional Chamber, BPC, is the proportional gas chamber placed in
the region in front of the SpaCal and its purpose is to ensure more precise calorimeter cluster
position and partial particle identifications, especially photons and electrons. It consists of
three supermodules with the sense wires strung perpendicularly to the beam line.

The Forward Tracker Detector is designed to provide accurate measurement of charged
particle tracks in the forward direction. It covers the polar angular region from 7° < 8 < 30°.
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Figure 3.5: Schematic view of the FST and BST trackers.

3.2.2 Silicon Trackers

The silicon trackers have a good spacial resolution and they can supply signals very fast. The
three silicon trackers in H1 are the Central Silicon Tracker (CST), the Forward and Back-
ward Silicon Tracker, FST and BST respectively, see [15] for a detailed description. They are
located close to the beam pipe. The main purpose of the CST [16] is to accomplish the track
measurement with few precise points to ensure very accurate vertex measurements. It gives
a 3D space hit instantly but there is some ambiguity in z which can only be resolved with
the CJC. It consists of two layers of silicon sensors placed close to the beam line covering
29° < 0 < 151°. The FST [31] and BST [22] detectors are very similar in structure, they are
composed of an active volume close to the interaction point and a "repeater” section with
additional readout components. The acceptance in the azimuthal angle, ¢, is 270° due to the
elliptical beam pipe. The FST covers the region 9° < § < 19° and the BST, 163° < 6 < 174°.
The main type of sensor used is a single metal strip sensor. There are 12 modules, each one
covers 22.5° in ¢ from a radius between r = 5.9 cm and r = 12.0 cm, they overlap in ¢ for
the detector internal alignment. Another set of twelve modules is mounted back-to-back on
the same wheel, their strips cross the first modules strips at an angle of 22.5° and allow full
track reconstruction.

The BST Silicon Tracker (BST) has been designed for an exact measurement of the polar
angle of the scattered electron and it allows the event vertex determination by reconstructing
the electron track. It complements the vertex reconstruction at low y where the hadronic final
state is going forward, the vertex reconstruction efficiency is low in other track detectors due
to missing acceptance. FJ, contributes to the cross section mainly at high y. This corresponds
to a low scattered electron energy E!. In this kinematic range a precise DIS measurement is
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Figure 3.6: Schematic drawing of a BST Pad detector module, left, and a BST module, right.

a challenge due to the high backgrounds from photoproduction. A feature of the BST is that
it is able to suppress this background contribution of neutral particles in the SpaCal. It can
as well differentiate charged tracks, for example scattered electrons and pions created within
the hadronic final state. The FST can be used as a cross-check for the vertex measurement
for events with hadronic final state in the forward direction.

In addition there is also a trigger detector in the backward region, called ” Backward Silicon
Track Trigger” (BSTT) and sometimes referred to as "BST Pad”, see [24]. It contains four
planes of detector modules composed of pads. There are as well 12 modules per plane, each
covering 22.5° in ¢. Figure 3.6 shows the structure of two modules, corresponding to the BST
strip detector and the BST pad detector. The BSTT is able to do background suppression
online requiring a track. At low Q? the rate of photoproduction events and other beam
related background is much higher than the DIS events. To suppress it, it would be necessary
to higher the energy threshold of the trigger. However, to measure Fp, it is necessary to
trigger on low energetic scattered electrons. So requiring a track in the BSTT both kinds of
background can be efficiently suppressed.

3.2.3 Calorimetry
Calorimeters are important instruments to measure the energy of a particle. The working

principle is the transformation of the absorbed energy of the particle to a measurable signal
proportional to the deposited energy.

20



Figure 3.7: Technical drawing of the SpaCal. Each small box represents a cell, which are
combined to 4 x 4 super modules.

The calorimetry measurement in H1 is based on the Liquid Argon (LAr) in the forward
and the central region and the Spaghetti calorimeter (SpaCal) in the backward region. They
are placed inside the iron return joke to have as few inactive material as possible in the way
of the particles, in order to improve the scattered electron measurements. Additionally, they
can be used for triggering. The LAr [17, 18] covers the polar angle 4° < § < 154°. It has a
hadronic and a electromagnetic section. The former is made of steel and provides 5-8 inter-
action lengths. The electromagnetic section lead is used to promote shower development, it
provides 20-30 radiation lengths.

The SpaCal [19, 20] was designed for the precise lepton, photon energy measurement in
the backward region of the experiment covering the polar angle 153° < 6 < 174°. It is a
lead/scintillating fibre calorimeter consisting of an electromagnetic section of 28 radiation
lengths long and a hadronic section which is 1.02 interaction lengths long, with the inner
radius of 10 cm and the outer of 80 cn. Every cell has scintillating fibres parallel to the z-axis
pressed in the lead and tied together to the cone to which a light mixer of the photomultiplier
is attached.

The electromagnetic section consists of 1192 cells with a cell cross section of 40.5 x 40.5
mm?. The cell depth is 25 cm in the z direction, sufficient for electromagnetic showers to
deposit their whole energy up to 30 GeV. Individual cells are combined to 4 x 4 super modules.
Since the Moliére radius, which describes the transversal size of the shower, is 25.5 mm it
allows a good electron/hadron separation by measuring the transverse shower profiles. The
time resolution is better than 1 ns, it permits the suppression of the beam induced back-

ground. The electron energy resolution is og/E = 1% __ 3 1% and the cluster position

v E/GeV
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resolution is a few mm.

The hadronic section is composed of 136 cells of 119.3 x 119.3 mm? cross section and 25

cm depth providing one nuclear interaction length. It is used to distinguish between hadronic
and electromagnetic showers.

Both hadronic calorimeter are non compensating. The energy measurement is adjusted
using software techniques.

3.2.4 Muon System

The muon detector of the H1 experiment is divided in two separate parts: Central Muon
Detector (CMD) [13] and Forward Muon Detector (FMD) [21]. The former is a part of the
instrumented iron yoke, which guides the magnetic field of the main solenoidal coil. It covers
the polar angles 4° < 6 < 175° and it is used to detect muons with E,, > 1.2 GeV. The FMD
consists of a toroidal magnet and three double-layer drift chambers in front and behind the
magnet. It covers the range 4° < 6 < 17°.

3.2.5 Luminosity System

The luminosity is estimated from the measurement of the Bethe-Heitler process ep — epy,
which has a well known cross section. The H1 luminosity system [12] consists of an electron
tagger, ET, situated at z = -5.4 m in the tunnel, a photon detector (PD) at z = -101.8 m
and a veto counter (VC), part of the photon detector. The ET is a 12 channels SpaCal type
calorimeter, the photon detector is a electromagnetic calorimeter and the veto counter is a
water Cherenkov detector. The electrons scattered under a small angle but with reduced
energy are bent by the HERA magnets to reach an exit window in the beam pipe and hit the
ET. The photons reach the PD through an exit window where the electron beam pipe bends
upwards. Apart from measuring the luminosity, this system can be used in addition to tag
photoproduction and measure hard photons from initial QED radiation in DIS.

3.2.6 Trigger System

The task of the trigger system is to select the events originated from a given ep interaction
of physics interest out of the flow of signals registered in the multitude of detector channels,
to record them and to reject the background, such as synchrotron radiation from the electron
beam, proton gas interaction in the beam pipe, beam halo muons or muons from cosmic ra-
diation. As the readout rate, data transfer and storage have limited capability, fast hardware
and software algorithms decide whether to keep or reject an event. The dead-time of the
experiment, which is the time when signals are being read and the subsystems are insensitive
to new events, should be kept to a minimum.

The central trigger system consists of four levels:
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Figure 3.8: Schematic description of the four trigger levels of H1.

L1 The L1 decision is based on the information provided by various subdetectors, i.e.
SpaCal, LAr, CJC, BST, CIP, muon system, which gives 256 trigger elements (TE)
combined into 128 subtriggers. They can be defined in order to select interesting physics,
to monitor detection efficiency or to select cosmic ray events for calibration purposes.
L1 accepts events if at least one subtrigger gives positive decision, which cannot be
delayed by more than 2.3 ps. The central trigger sends an L1Keep signal stopping the
subdetectors pipelines. Until the pipelines do not restart, there is no data collected. A
subtrigger can be prescaled with prescale n, which implies that only one out of n events
with fulfilled conditions is selected. That is the way of suppressing subtriggers with too
high rate.

L2 At this level neural network (L2NN) and topological analysis (L2TT) are performed
within 20 ps. They verify the L1 decision working with refined information. After a
positive decision, L2Keep, the readout of all subsystems starts and after a negative
decision the pipelines are restarted to collect more data. The readout is finished after
1-2 ms, the complete information is then transfer to the trigger level L4.

L3 The third trigger level was activated in 2006 as part of the Fast Track Trigger (FTT).
Its aim is to reduce the dead time and it is used only by specific triggers, ie. searches for
specific decay channels and topologies. The decision if the readout should be aborted
is taken after approximately 100 us.

L4 Tts purpose is not online event selection, but a reduction of offline storage space needed.
It is integrated in the central data acquisition system and it is based on a PC farm.
Each PC reconstructs a complete event applying a series of selection criteria depending
on the subtriggers that triggered the event. Events which pass the L4 are written to
tape at a rate of 20-40 Hz. It was switched off during the low and intermediate data
taking period in 2007.

In figure 3.8 a schematic description of the trigger system in H1 is presented with its
input rates and processing times.
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Chapter 4

Data Samples and Selection

In this chapter the data samples used in this analysis and the general event selection applied
is introduced.

4.1 Data Samples

The data samples used for this diploma were taken by H1 in 2007. The focus of this work
is the analysis and comparison of the three proton beam energy runs. The efficiencies of the
detectors and subtriggers and data quality are studied in the three cases. In chapter 8 also
the positron running period in 2006 is studied to cross check with the E, =920 GeV in 2007.
In table 4.1 the different data sets are listed.

The total integrated luminosity for the studied data in 2007 is 34.1 pb~! for E, = 920
GeV sample!, 11.8 pb~! for E, = 460 GeV and 6.3 pb~! for E, =575 GeV.

4.2 Run Selection

The data collected by H1 is split into luminosity runs, each one is associated to a number
corresponding to events collected under similar conditions. They could have a duration from

'This luminosity corresponds to the period when the subtrigger sO had a lower prescale than s2 (10.01-
13.03.07) not to the whole data collected during the high energy run.

Table 4.1: Data samples used in this analysis

Date run  number | Description
13.07.06-01.01.07 | 468530-492541 | 2006, e™ running
01.01.07-20.03.07 | 492556-499909 | 2007 E, = 920GeV
26.03.07-01.06.07 | 500918-507824 | 2007 E, = 460GeV
01.06.07-30.06.07 | 507843-511079 | 2007 E, = 575GeV
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some minutes up to an hour, the number of recorded events varies between 10000 and 100000.
Each run has an integrated luminosity value. Another time unit for the data taking is the
luminosity fill which is a period of data taking with the same fill of electrons and protons,
the lifetime of the former limits its duration to 12 hours. Beam parameters are usually stable
within a fill.

4.3 (General Selection

The aim of the event selection is to provide a sample of events for the cross section determi-
nation which contains the minimum amount of background events with the smallest number
of selection criteria possible. The description of the DIS selection presented in this section
is used for most of the studies in this thesis. In same cases, depending on the focus of the
analysis, the cuts on some variables may vary or cuts related to acceptances of a certain part
of the detector may be included. The modifications in the selection will be introduced in the
corresponding sections.

4.3.1 Electron Identification

The starting point of the electron identification procedure is the measurement of the energy
clusters in the backward calorimeter. The energy range selected is 11 < E! < 32 GeV. At
this relative large energy, the criterion of identifying the electron choosing the cluster with
the highest energy is nearly 100% efficient. It also allows to reject a big part of the background.

Obviously, the correct identification of the scattered electron is essential to reconstruct
the event kinematics. It is basic to distinguish between electromagnetic or hadronic clusters
and reject the latter from the selection, which is done with the parameters proposed in [23]:

e Logarithmic cluster radius: The hadronic clusters in a electromagnetic calorimeter are
usually broader than the electromagnetic ones, therefore their transversal size can be
used to distinguish between the two kind of clusters. The logarithmic cluster radius
estimates the transversal dimension of a cluster, it is defined as the quadratic sum of
the logarithmic weighted distances r; between the centre of the gravity of the cluster
and the geometrical centre of the cell 3.

TClog = (4.1)
where the logarithmic weight is defined as follows:
Wi = max(0, weus + In(Ei/ Ectuster))- (4.2)

For data the cut off weight is 4.85 and for MC 5.05. For the selection, the requirement
is TClog < 4.0 cm.
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e Hadronic fraction: The so-called "hadronic fraction” is the ratio between the energy
deposited in hadronic section of the SpaCal and the energy of the cluster measured by
the electromagnetic section. The energy deposited in the hadronic section of the SpaCal
is calculated in a radius of 15 cm around the cluster in the hadronic section. If the
fraction of the energy in that cylinder is greater than 15%, fraq = Enad/Ecuster > 0.15,
the cluster is classified as hadronic and rejected from the selection.

4.3.2 Vertex Reconstruction

The vertex requirement is aimed to define the position of the interaction point which is nec-
essary to reconstruct the DIS event kinematics. In particular the z-position of the vertex is
directly used for the measurement of the polar angle of the scattered electron 6, based on the
cluster information. Therefore it is important to have an accurate reconstruction. The vertex
can be reconstructed using tracks of the scattered electron or hadronic final state particles in
different detectors, depending on the values of Q2 and v.

For most of the results in this thesis, the primary verter reconstructed by the Central
Tracker is used, if the precision is better than Az, < 8 cm. This requirement rejects badly
reconstructed events. If there is no available central vertex, which is usually due to the lack
of tracks from the hadronic final state particles for low y events, the CIP is used for the
reconstruction. In this case the condition to select the vertex is that the number of linked
hits is greater than two. This means that the hits in at least three out of the five layers
which compose the detector are associated to an electron. In the following, the terms ”cen-
tral vertex” and ”CIP vertex” will be used to refer to vertices reconstructed with the central
jet chambers or the CIP, respectively. The vertex reconstructed by the FST will be used in
some cases to increase the statistics, see chapters 5 and 6.

The z-vertex position is restricted to the interval —35 < 2z, < 35 cm, which rejects
contributions from the satellite bunches and background events, such as cosmic or beam
induced background.

4.3.3 Longitudinal Momentum Balance: (E — p,)i

(E — p,)tot should be equal to twice the electron beam energy due to energy and momentum
conservation. For photoproduction events it is likely to be smaller, as the electron is scattered
below the backward calorimeter acceptance. (E—p, )0 can also be smaller due to initial state
radiation when a photon of energy E, = E, — 0.5 (E — p,) escapes undetected along the
beam pipe. Then the cut applied, £ — p, > 35 GeV is a good filter against background and
radiative corrections.

4.3.4 Transverse Momentum Balance: p; balance
The p; balance ratio is defined as the coefficient of the total transverse momentum of the
hadronic final state particles over the total transverse momentum of the scattered electron:

DPt,hfs (4.3)

t,e

Pt ratio =
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Due to momentum conservation one could expect p; rqti0 ~ 1. However, the hadronic final
state can be produced at small angles escaping the forward calorimeter acceptance, creating
an imbalance of the transverse momenta of the hadrons with the electrons. Then, low values
of pt ratio characterise events in which particles of the hadronic final state escaped undetected
leading to energy losses. At low Q? this effect is especially pronounced for low values of y.
To exclude that region the cut p¢qti0 > 0.3 is applied.

4.3.5 Background

Two classes of background can be distinguished, the photoproduction events and the so-called
non-ep interactions. The latter contribution to the background is due to particles produced
by cosmic rays or by interactions of beam particles with beam line elements, beam-wall inter-
actions, or residual gas in the beam pipe, beam-gas interactions. The rate of this processes
is larger than the DIS events rate. However, they have different timing, topologies of energy
deposition and vertex distribution. Most of them are rejected requiring a localised electro-
magnetic energy deposition above a certain threshold in the SpaCal on the first trigger level.
A further reduction to a negligible level is achieved by the selection criteria of the final ana-
lysis, first of all by the cut on the z-vertex position of the interaction vertex.

In photoproduction the exchange photon is quasi-real, Q? ~ 0 GeV?, the scattered electron
escapes undetected along the beam pipe. If the generated hadronic particles are scattered into
the backward region, they could produce energy depositions in the SpaCal misidentified as
electrons. A large fraction is rejected by the general electron selection requirements described
in section 4.3.1. In this analysis no specific studies concerning the background were done,
therefore the event selection has also the aim of keeping a ”background free” sample.

4.4 Kinematic Phase Space

The optimal phase space to measure Fj, corresponds to large y and Q> < 120 GeV2. In
this kinematic range the electron is scattered through a small angle (corresponding to the
backward region) and it is accompanied by part of the hadronic final state. It is necessary to
identify the scattered electron to very low energies, few GeV, to reach high enough y values,
y > 0.6 for the E,= 460 GeV data. The photoproduction background in this region is consi-
derable. In this region of the (z,@?) plane the reconstruction of the electron kinematics can
be done using the SpaCal calorimeter for the energy and the Backward Silicon Tracker or the
Central Jet Chamber for the precise measurement of the angle. It is also possible to remove
the mentioned background by requiring a track to be associated to the energy cluster in the
SpaCal, which reject photons, and by measuring its charge, which allows to remove the rest
of the background (on an statistical basis) [6].

In figure 4.1 the kinematic plane (z,Q?) is presented, the scattered electron variables y
and 6, are shown. The 6 lines correspond to the acceptance of the SpaCal for the E,= 460
GeV and E, = 920 GeV samples. The y lines for the low energy show the limits to measure
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Figure 4.1: Kinematic (z,Q?) plane, the thicker and lighter lines (red) correspond to the
kinematic variable yy and the polar angle of the scattered electron for the E,= 460 GeV
sample and the darker lines correspond to the E,= 920 GeV data.

Fr,, H1 can not measure at y > 0.9 and at y < 0.5 the contribution of Fy, to the reduced cross
section is negligible. Then one can see that the phase space where Fr, can be measured with
the scattered electron in the SpaCal is constraint by the highest 6, value for the E, = 920
GeV data and the lowest 6, and the y for the E, = 460 GeV data.

In this thesis the phase space used will be restricted to low 10 < Q? < 120 GeV? and
intermediate and low y, y < 0.6, where the contribution of background is much smaller and
it is possible without major difficulties to study the measurement of the scattered electron
energy in the SpaCal and the efficiency of the tracks reconstruction and charge identification
with the BST. This information is needed to move towards large y. Moreover this phase space
is the adequate to check the relative normalisation between the three data samples in 2007.
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Chapter 5

Trigger Analysis

The subtriggers are designed to study different physic processes and therefore they are based
on different subdetectors. The triggers analysed in this thesis are based on backward detec-
tors because DIS events with Q% < 150 GeV? are characterised by scattered electron detected
in the SpaCal calorimeter.

The subtriggers are defined by a logical combination of trigger elements which can be
modified. The basic information comes from the energy deposited in the SpaCal cells. This
energy deposition defines the bits of the Inclusive Electron Trigger (IET), which is the basis
of all trigger elements delivered by SpaCal. IET considers three different energy thresholds
denoted as SPCLe_IET>1,2,3 corresponding to E! > 3,6,10 GeV respectively, it discrimi-
nates at L1 between different SpaCal regions. Another element is a radial cut in the position
in the SpaCal, the three thresholds are denoted as SPCL_R20, SPCL_R30, SPCL_R40. Despite
their names, the shape does not correspond to a circumference, but to a rectangular shape
typically smaller than the corresponding radius.

Apart from the trigger elements based on SpaCal information, some subtriggers contain
as well information about the BST and the CIP trackers. Here s7 and s8 with BST and CIP
information respectively, will be studied. The subtriggers contain as well global (veto) options
(GO) which are based on Time-of-Flight measurements and assumed to be 100% efficient.

The setup of the used triggers is summarised on table 5.1'. The subtriggers have slightly
complementary properties:

The trigger s0 covers the full phase space needed for the Fy, extraction for E,=920 GeV
data and for this analysis, already described in previous chapters. s0 had a low prescale for
the low and medium proton beam energy runs, its average prescale for that period was ~ 1,
so it provides the best statistical uncertainties. For the period from 10.01.2007 to 13.03.2007
which corresponds to high energy run, the averaged prescale was ~ 1.66. A fiducial cut is

1Although no results concerning to s2 are presented in this chapter, the subtrigger s2 is listed because it
will be used in section 8.1. Its behavior is similar to s0, except for the higher energy threshold.
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Table 5.1: Definition of the subtriggers used in this analysis during the period 2006-2007

Subtrigger Definition
s0 (SPCLe_IET>1) && (SPCL_R20)
) (SPCLe_IET>2)&& (SPCL_R20)
s3 (SPCLe_IET>2)&& (SPCL_R30)
ST (STT_R_gt_20&&STT_Spac_BST) && (SPCLe_IET>0)
s8 (SPCLe_IET>0) && (SPCL_R20)&& (CIP_TO)

derived based on the s0 performance, the inner region of the SpaCal is excluded from the
element SPCLe_IET>1. This cut is applied for the selection in chapters 8 and 9.

The trigger s3 has, like s0, high efficiency but it does not cover the whole radius in the
SpaCal due to the element SPCL_R30. However, it had a lower averaged prescale than s0 for
the high energy running period mentioned, close to 1, so it improves the statistical uncertain-
ties.

The trigger s7 and s8 have the lowest energy threshold, they allow to study scattered
electron energies down to E., = 3 GeV, y ~ 0.9, which is fundamental for the Fj, measure-
ment. s8 triggers on the energy of the cluster plus a track in the CIP, which can be produced
by the hadronic final state or the scattered electron. s7 triggers on a track originated from
the scattered electron in BSTT matching to a cluster in the SpaCal in the same ¢ region.
s7 is defined by a SpaCal Topological Trigger (STT) element. These elements are aimed for
the low energy running due to its lower energy threshold. With the STT the decision in the
position in the SpaCal is moved from the trigger level L2 to level L1 to gain decision time.
The identification of charged and neutral particles in SpaCal at L1 trigger level is done using
the topology matching between the BST ¢ sectors and SpaCal.

5.1 Trigger Efficiency

In general the efficiency for one selection criterion is defined by

. Nsel
Esel = N, ;
re

(5.1)

where N,.; are the events satisfying every criteria except the one under study and Ny, the
events which also satisfy the selection. In this case, the efficiency of a subtrigger is given by
the fraction of DIS selected events triggered by the subtrigger over the total of DIS events
which passed the selection.

To study a subtrigger it is necessary to set the reference triggers. To study s0 and s3,
which are SpaCal triggers, a combination of independent subtrigger without SpaCal condi-
tions was used. The subtrigger s7 (s8) was studied using s8 (s7) as a reference. This allows
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to study only the non-SpaCal components of the subtriggers, studying s8 is equivalent then
to study CIP_TO and s7 is equivalent to analyse BSTT. The study was done for the three
data sets of 2007. The efficiency can be studied for different variables, such as energy of the
scattered electron, radius on the SpaCal plane or as a function of time.

The selection applied for Ej and Rgp,cq was modified for each subtrigger to adjust it to
the different thresholds and detector acceptances. The selection for the reconstructed vertex
was as follows: A central vertex was required in every case. For the subtriggers s0 and s3,
if there was no central vertex, a vertex reconstructed by the FST or the CIP was selected.
For the s7 and s8 studies, a selection independent of the CIP it was needed, because it is
already involved in the definition of s8, used as well as a reference for s7. The cut in the
vertex position was the standard —35 < zy, < 35cm.

The subtrigger s7 contains information about the BST detector so a "Non vertex fitted
track” reconstructed by the BST is required, see section 6.2.1. The following cuts were
applied for s7:

e Match of the extrapolated track to a cluster in the SpaCal: The distance between the
cluster and the extrapolated track in the z-position of the cluster was required to be
smaller than 2cm.

‘\/(mcl - mtrack)Q - (ycl - ytrack)2 <2 cm (52)

R=Zcl

e Cut in BST acceptances: Taking into account the coverage of the BST a cut in ¢ and
Rpsr. The latter is measured in the zpsr = —48 cm plane, which is the centre of the
BST in the H1 coordinates. It corresponds to the distance from the H1 z-axis to the
(z,y) position of the straight line between the central vertex to the cluster.

2 2
ZBST + Yzpst

RpsT =4/ (5.3)
It is defined in the H1 coordinates, otherwise it would be ¢-dependent. The cut was set
to 5 < Rpgst < 10 cm. The BST does not cover the whole 27 then a cut —2.5 < ¢ < 2.5
rad was chosen.

In figure 5.1 the efficiency is presented as a function of E/, rgp,ca; and ¢ measured by the
SpaCal. The distributions correspond in this case only to the low energy running period, but
the results are equivalent for the other two runs. The difference in the efficiency between the
three periods is negligible. For s0 and s3 it is in the per mil level and the biggest differences
for s7 and s8 are not greater than 0.1%.

The efficiency of the triggers sO and s3 as a function of the energy and radius in the SpaCal
is, above the threshold, about 99.9% and constant for the whole range. Although for each
cell the change from negative decision to positive decision of the subtrigger should be a step
function, one can see the "turn on” in the efficiency. The efficiency of s8 is 98.5%, one can see
that also at small radius and energy values the efficiency has the same value. The efficiency
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Figure 5.1: Efficiency of the four subtriggers selected as a function of the selected electron
energy E, its radius on the SpaCal plane 7gpqc and ¢ for the low energy data. On the left
side, the solid circles correspond to the s0 efficiency, the open squares to s3 and the triangles
to the CIP_T0. On the right side the corresponding distributions for the BSTT are shown.
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Figure 5.2: Efficiency of the non SpaCal components of the subtriggers s7 and s8 and the
subtriggers s0 and s3 as a function of the H1 run number (from right to left and from top
to bottom). The closed circles correspond to the high energy, the open squares to the low
energy and the triangles to the low proton beam energy.

of s7 is lower than for the rest and it is not efficient in the whole SpaCal. The efficiency for
radii between 15 and 35 cm is about 94% and then decreases where the BST does not cover
the SpaCal.

Figure 5.2 shows the efficiency of the different subtriggers as a function of the H1 run
number. The efficiency of the subtriggers s3 and s0 is greater than 99.8% for the three periods.
The efficiency of the subtrigger s8 is, also for the whole data considered, about 98.2%. The
lowest efficiency corresponds to the s7 subtrigger, about 94%. During the high proton beam
energy running the s8 subtrigger had a high prescale, therefore the statistical uncertainties
are bigger than for the other two periods, as it is shown in the plots corresponding to s7 and
s8. One can also see that the s7 efficiency has a certain dependence on the luminosity fill, it
varies about 2%.

The lower efficiency of s7 comes from the difficulty of doing online noise rejection in the
silicon signals. For the measurement of Fj, the subtriggers s8 and s7 will be combined to
compensate it. The s8, the CIP_TO0, triggers at high SpaCal radius the electron and at lower
the hadronic final state and s7 triggers only the scattered electron, it does not depend on the
hadronic final state.
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Chapter 6

Vertex Reconstruction and
Efficiency of CIP and BST

In this chapter the performance of the CIP and the BST detectors is presented. Both detec-
tors can be used to reconstruct the event vertex just from the scattered electron and they are
therefore convenient to study DIS processes. Moreover the BST detector also measures the
charge of the track which helps to identify the scattered electron.

The alignment of the CIP detector with respect to the central tracker and the vertex
reconstruction, which is used for the DIS event selection, will be studied. The efficiency of
the BST as a function of different parameters is also studied.

6.1 CIP Vertex Reconstruction

To study the performance of the Central Inner Chamber no trigger selection was applied to
have the maximum statistics. The energy of the scattered electron was required to be E!, > 15
GeV and the standard electron identity cuts were applied. The distribution corresponding
to the reconstructed CIP vertices was compared to the one corresponding to vertices recon-
structed by the central tracker or FST (to increase statistics).

The efficiency of the CIP is defined by at least three CIP hits linked to the electron
track, which is to a first approximation defined by the SpaCal cluster and the nominal vertex
position. Since each part of the detector covers a limited region, it is necessary to establish a
certain selection taking into account its acceptance. In this case, a cut in the radial position
of the track in the CIP was set, Rorp > 19 cm. This radial position is defined as

Rerp = (2c1p — Zent) - tan 6, (6.1)

where zorp=-112.5 cm is the z-position of the CIP closest to the SpaCal in the H1 coordi-
nates, zy,; is the z-position of the central tracker and 6. is the polar angle of the scattered
electron.
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Figure 6.1: Difference in the z-position of the vertex of the central vertex and the CIP vertex
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Figure 6.2: On the left hand side the efficiency of the CIP as a function of the so-called Rorp
is shown. On the right hand side the distribution of the number of linked hits is presented.

Figure 6.1 shows the difference between the vertex reconstructed by the central tracker
and the CIP, AZy;z = Zent — zcrp. One can see that the vertex reconstruction by the CIP
is correct, most of the events have a deviation smaller than 3-4 cm, fitting the curve with a
Gaussian in the interval (-3,3) the value of ¢ is 2 cm and the offset is about 0.4 cm.

In figure 6.2 the efficiency of the CIP as a function of Rcyp is shown. After the cut in
Rerp, its value is 98,8% for the whole data taking in 2007. On the right hand side of the figure
the distribution of the number of linked hits is shown. Requiring a minimum value of three
hits, the efficiency of the cut is high and it avoids the selection of more noise unnecessarily.

In figure 6.3 the efficiency as a function of the luminosity run number is presented. The
dependence of efficiency on the proton beam energy is negligible, the average for the high
and intermediate energy runs is higher than 98.7% and for low energy run it is around 0.2%
lower. This difference could be due to the variation of the efficiency within a luminosity fill,
which is about 1%.
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Figure 6.3: CIP efficiency as a function of the luminosity run for the three energy runs.

6.1.1 CIP Alignment

The reconstructed vertices selected in most of the results in this thesis are the central and
the CIP vertex. In order to measure precisely 6., which is a basic quantity to reconstruct the
kinematic variables, the CIP should be correctly aligned with respect to the central tracker,
which defines the reference in H1.

Figure 6.4 shows the difference between the polar angles measured with the central cham-
ber and the CIP, A8 = 0.,: — O¢cip as a function of the azimuthal angle ¢, measured with
the SpaCal. On the right side of the figure the circles represent the mean values of Gaussian
fits performed to the quantity A# in slices of ¢.. The sinusoidal shape indicates a shift of
the detector in the x — y plane. To determine the shift, the distribution was fitted with the
functional form proposed in [23]:

AO = po - sin(¢pe — p1) + p2 (6.2)

where pg corresponds to an absolute value of the shift in the x-y plane, p; corresponds to
the direction of that shift and po to the z displacement of the CIP detector. In table 6.1 the
parameters of the fit are listed. The most relevant one is the first parameter, the shift in (x,y)
thus the aim of the correction will be to minimise it. There is some structure due to local
features which is independent of the global alignment. The alignment applied was y = —0.17
cm. In figure 6.5 the distributions after applying the alignment are presented. The values
of the parameters are also presented in the table 6.1. There is still a sinusoidal shape but
this dependence in ¢ is within 1 mrad uncertainty. In principle, the distribution should be
centred in zero but there is a small shift to positive values of A@. The third parameter, p2,
is also significant. However, the value of the offset with and without the alignment is small,
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Table 6.1: Parameters of the fit AG = pg - sin(¢e — p1) + 2.

Parameter Before alignment After alignment
p0 (—1.717 £0.002) - 1073 | (2.12 +£0.05) - 10~*
pl 0.105 £ 0.004 —0.76 4+ 0.02
p2 (7.43+£0.002) - 10 * | (7.22+0.03) - 10 *

A8 /rad
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Figure 6.4: Difference between the polar angle from the central tracker and the CIP as a
function of ¢ without any alignment. On the right side, the mean values of gaussian fits

performed to A are shown.

B0.003
o
3
0.002
. L 35 LT T, T sl bt s
T | IR v L] 0.001
M
FEO TS o s T 0
e -'"-T"
i - _r
-0.001
-0.002
o -0.003

3
@'rad

E .." %o0 .. o
Fo .,',,,,.,,,,,,,,,,,,,,,9,-,,' _ 9 %00 ey
C AN

R PEERCOR ~
:l . | | P | - | |
-3 2 1 0 1

Figure 6.5: Difference between the polar angle from the central tracker and the CIP as a
function of ¢ applying the alignment.

its order of magnitude is 107%. The systematic errors are high enough to cover the observed
shift, so no further studies have been carried out.
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Table 6.2: Modified cut in BST acceptance

¢/rad minimum Rpgr/cm
—23<¢p<-02 6.0
-02<¢<08 6.5
08<¢p<23 6.0

6.2 Electron Tracking with the BST

The BST detector will be fundamental for the measurement of the longitudinal proton struc-
ture function so it is important to check its performance. It is the only detector which is
able to measure the electron track at low Q? so it complements the vertex reconstruction of
other track detectors. At high y, it helps to distinguish photoproduction background thanks
to the track charge identification. In this section the BST tracking efficiency is obtained for
the three runs in 2007. The BST efficiency is also compared to the efficiency in Monte Carlo.

6.2.1 BST Efficiencies

The general selection applied was similar to the one of the previous section. The selection
concerning the BST detector, related to the reconstructed tracks and the coverage of the
BST, which was introduced in 5.1 is used.

There are two kinds of tracks reconstructed by the BST implemented in the H1 software.
The tracks known as ”Non vertex fitted tracks” are first reconstructed from the BST hits.
Then, these are fitted to the expected beam position determined by the central tracker and
they are referred to as ”Vertex fitted tracks”. Both cases are studied here. To select a track,
the requirement was the match, in the x — ¢ plane, of the extrapolated track to the z position
of the cluster within 2 cm distance.

Taking into consideration that the extrapolated track must be within the acceptance of
the BST, cuts in ¢ and Rpgt, like in section 5.1, were introduced. The latter cut was set to
6 < Rpsr < 11 cm. !

The efficiency of linking a cluster in the SpaCal with a track from the BST as a function
of ¢ is not constant for the whole region, see figure 6.6, closed circles. Independently of the
type of tracks, it drops approximately 20% between 0 < ¢ < 0.8 rad. This is a consequence of
a known hardware defect in the sectors corresponding to that ¢-range. To try to increase the
efficiency instead of using the described independent cuts for Rpsr and ¢, a combined cut in
the (Rpst, ¢) plane was introduced. The cut in ¢ was tightened with respect to section 5.1,
¢ < 2.3 rad and the lower limit of Rpsr was modified depending on ¢, see table 6.2.

1The cut in Rpsr is different to the one in section 5.1 because in that case the BSTT is used, which has
only four planes in contrast to the BST which has six.
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Figure 6.6: Efficiency of linking a cluster in the SpaCal with a vertex fitted track from the
BST (left side) and a non vertex fitted track (right side) as a function of ¢. The closed
circles represent the efficiency with the initial cuts in Rpsr and ¢ and the open histogram
the improved efficiency with the cut in the plane (Rpsr, ¢).

Table 6.3: Efficiency of the BST as a function of the luminosity run

‘ Track& period ‘ High energy run ‘ Medium energy run ‘ Low energy run
Vertex Fitted Tracks 78.98 £ 0.03 78.6 £0.2 79.5+0.1
Non Vertex Fitted Tracks 84.59 £+ 0.02 84.5 £0.2 85.44 £ 0.08

Applying the new cut the efficiency of the problematic region in ¢ improves, see figure 6.6
open histograms. The global effect of the new cut is a 4% increase in the efficiency for both
non vertex and vertex fitted tracks. The efficiency with non vertex fitted tracks changes
approximately from 80% to 85% and with vertex fitted tracks from 75% to 79%. The plots
correspond only to the low energy run but the improvement affects in the same way the high
and medium energy runs.

The BST, see section 3.2.2, is composed of 12 ¢-sectors each one covering 22.5%, approxi-
mately 0.4 rad, so one can see that the structure in the distributions in figure 6.6 corresponds
to the different sectors. The efficiency is higher at the centre of the sectors and between 5-10%
lower at the sector boundaries. This feature may indicate a problem with the alignment as it
is mostly absent in the MC simulation, see below.

In figure 6.7 the efficiency as a function of time is presented for the three data samples.
The efficiency is reasonably constant for the three periods except for a short period for the
high energy sample where the efficiency drops by 10%. This is a known problem, between
the H1 run numbers 495031 and 495400 two sectors of the BST did not work. The averaged
values are listed in table 6.3. The average for the high energy run is obtained excluding the
runs where not all the sectors worked. In every case the efficiency for the non vertex fitted
tracks is 5-6% higher than for vertex fitted tracks.
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Figure 6.7: Efficiency of BST as a function of luminosity run for vertex fitted (left) and non
vertex fitted tracks (right). The closed circles correspond to the efficiency during the high
energy run in 2007, the open squares to the low energy run and the inverted triangles to the
medium energy run.

The BST detector has a small acceptance and it is important to test that the cuts are
correct. This can be done by determining the efficiency with a MC simulation. In this case the
comparison was done with data and MC corresponding to E, = 460 GeV. The MC simulation
used is this thesis is described in section 9.1 so no details about its characteristics are now
commented. Running the same algorithm for data and Monte Carlo the efficiencies can be
compared. In principle, the efficiency for data and MC should be the same, which is necessary
to obtain the cross sections. However, figure 6.8 shows that the efficiency of linking a track
for the MC simulation is clearly higher than the efficiency for data, which means that the
MC simulation has to be improved to model the efficiency of the BST. The efficiency for the
MC does not depend on the type of track, it is about 90% for both non vertex and vertex
fitted tracks, 10% higher than in data for vertex fitted tracks and 5% higher for non vertex
fitted tracks. The efficiency differs as well as a function of Rpg7: For MC it does not depend
on Rpgr, as the plateau region was chosen, while for data there is nearly a 10% difference
between the efficiency corresponding to Rpgr values close to the limits of the cut and the
central values. The efficiency of the MC also shows the problem with the boundary sectors
but the effect is smaller than for data, it drops only by 3%. The reason may be the increased
dead material at the sector boundaries or deficits in the reconstruction algorithm.

6.2.2 Charge Identification with the BST

The BST detector can not only perform track reconstruction but also allows to identify their
charge and to measure the momentum. This is a valuable tool to identify and reject back-
ground at low scattered electron energy. One way to study it is to compare the SpaCal energy
measurement with the track curvature measurement from the BST, which gives the informa-
tion about the momentum and the charge of track. The momentum and the energy values
should be the same and for positrons the charge identified should be positive.
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sample for vertex (left) and non vertex fitted tracks. The circles are the experimental data
and the open histogram is MC simulation.
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In figure 6.9 the ratio between the energy measured by the SpaCal and the momentum
multiplied by the charge of the track measured by the BST as a function of ¢ measured with
the SpaCal for non vertex fitted tracks is shown. The energy of the scattered electron is taken
El < 15 GeV in order to study the contribution of the background and to avoid the region
of worse BST resolution. The dotted line corresponds to Especai/PpsT = 1. Although the
distributions should not depend on ¢, there is a clear dependence. It is shifted to values
smaller than one at small ¢ and it increases at greater ¢. It can be inferred that the BST has
a problem with the alignment.

On the right hand side of the figure, the projection over Egpocqai/Prst is presented. The
distribution shows the expected peak at Esp,cqi/PpsT = 1 since the scattered leptons are
positrons and a secondary peak at —1, which is mostly due to background. The immediate
consequence of the alignment problem is that ”wrong charged events” can not be identified
as background, a fraction could be due to a wrong reconstruction.
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Chapter 7

SpaCal Calibration

The resolution of the reconstruction methods relies on the precision of the measurements of
the angles and energies of the scattered electron and hadronic final state. Since the energy
measurement enters directly to the kinematics, it is necessary to perform a precise calibration
of the energy measured by the SpaCal calorimeter on the analysis level.

The energy measurement in each of the 1192 cells of the SpaCal is performed using pho-
tomultiplier tubes individually for each cell whose gains can vary with time. This variation is
measured with the help of a LED calibration system situated at the back side. Each photo-
multiplier receives well defined constant light pulses and the photodiodes are used to identify
instabilities of the LED intensity. These are read out to the data base and afterwards an
offline correction of the multiplier gain is performed.

A precise calibration on the analysis level is provided by a method proposed in [23] which
is described in more detail in [26]. It uses the scattered electron reconstructed with the
”double angle method” as a reference. This reconstruction method expresses the kinematic
variables y, Q2 as a function of the polar angles of the scattered electron, 6,, the hadronic
angle, 6y, and the electron beam energy F,:

tan (6 /2)
= 1
ypA tan(0./2) + tan(6/2) (7.1)
t(0e/2)
2 =AR? cone . 2
@ba € tan(6./2) + tan(6/2) (72)
The energy of the scattered electron is given by:
1—
Epa = YDA (7.3)

B, DA
sin?(,/2)

The Ep 4 can be reconstructed in the kinematic peak region, F, ~ 27.6 GeV very precisely,
that is the reason why it can be used as reference for the calibration as absolute scale. The
selection applied is the following: Events at low y are selected applying a cut on the hadronic
angle 6, < 80° allowing a maximum value of y < 0.15 and a lower limit 8, > 15°, which
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suppresses the influence of events where the hadronic final state escapes often undetected in
the forward direction. A cut on the difference of |y, — ypal/|yn + ypa| < 0.2 was used to
reject events with wrongly reconstructed y, usually due to noise in the LAr calorimeter. In
order to minimise contributions of photoproduction background events, only events with one
cluster in the SpaCal with an energy in the kinematic peak region 20 < E, < 32GeV are
accepted. A cut on the SpaCal radius, distance of the cluster to the beam pipe, Rgpoca > 12
cm was set to avoid the effects of leakage along the beam pipe. In addition, a fiducial cut at
high SpaCal radius, Rspeca < 73 cm is also selected. It removes events in the acceptance
edge of the SpaCal. There is no trigger selection in order to maximise the statistics.

To ensure homogeneity over the whole calorimeter plane the following calibration factors
are applied:

1. Gain calibration factors for each cell of the calorimeter.

2. Inbox calibration factors which correct for the energy losses due to the SpaCal cell module
geometry.

3. Cracks and radial calibration factors, corrections due to the supermodule geometry of the
SpaCal and as a function of the transverse distance to the centre of the beam pipe.

These factors are applied sequentially to the uncalibrated energy to both data and MC.

7.1 Cell Gains

The gain of each calorimeter cell is calculated using an iterative procedure. For each event,
the event pull (event ”miscalibration”) is introduced:
S B(1+ Altg,) _ B
56’!) — ic ic — ¢ _ e Zzter . (74)
DA DA

Ef}, defines the energy scale of the event to which the calibration is performed and E;”
the energy measured by the cell ¢c for the event ev, it includes all corrections done before the
final calibration. A%g;, is the correction to the amplification gain of the cell ic and it denotes
the iteration number with Alg;. = 0 for the first iteration.

The relative contribution of the cell 5 to the event pull is given by:

ev

e — ES(1+ A'gy)
Jj Fev :

cluster

(7.5)

The sum of the weights for any event is equal to 1. The weighted pull average over all
the events except the outliers was calculated and the correction of all cell amplification gain
factors was determined as

AHlg; = Altg; — (Bepw” — 1) (7.6)
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Figure 7.1: Uncalibrated and calibrated (only cell gain factors applied) Egpqacqai/Epa for data
and MC for the high and low proton beam energy periods.

The process is iterated until the maximum 5evw]°f” is smaller than 0.002 or the average

change for all cells in the SpaCal with good statistics is smaller than 3 - 1074,

Zj 56”“};” —4
Nots <3-107°. (7.7)
In figure 7.1 the variation of Egpqcai/Epa as a function of the distance of the cluster to
the centre of the beam pipe (Rspacqi) for the uncalibrated distribution and after applying
the cell gains is presented. The left distribution corresponds to the high energy proton beam
data and MC the right one to the low energy proton beam run. The gain factors correct the
energy measurement by 1% to 2%. The remaining variations are minimised by the following
steps.

7.2 Inbox Corrections

The energy losses are also investigated as a function of the cluster position relative to the cen-
tre of the cell with the largest energy deposition. The measurement of the energy is corrected
as function of the impact point of the electron candidate inside the cell. The coordinates
of the hottest cell are used to determine its position. The cells are divided in a grid with
spacing of 2 mm. This correction, the so-called inbox correction [26], is derived using the
same selection as for the cell calibration and with the same fit procedure.

7.3 Cracks and Radial Corrections

Another source of energy losses comes from the inhomogeneity of the SpaCal cells due to the
supermodule structure, the SpaCal calorimeter is constructed in supermodules containing 16
cells, energy losses due to the dead material present between the supermodules are expected.
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The corrections are derived as a function of Zspacai, Yspacar comparing the double angle en-
ergy with the SpaCal energy calibrated with cell gains and inbox corrections.

The last calibration factor is applied as a function of the measured radius Rgpecqi- It
should correct the possible influence of the dead material located in front of the SpaCal.

The resolution for the Monte Carlo sample is better than the resolution for data, therefore
it is necessary to smear the reconstructed energy of the MC so the kinematic peak becomes
wider. The correction was done by applying an additional Gaussian smearing, resulting 2%
for low energies and smaller above E.,=23.5 GeV. Finally, a correction for the nonlinearity of
the SpaCal described in [26] was applied to the MC. The correction is about 3% at E.=1 GeV
and linearly extrapolated to higher values of the energy, in the kinematic peak the correction
is zero.

In figures 7.2 and 7.3, the comparison for the two sets of data and MC calibrated and
uncalibrated is shown. The distributions are normalised to area so the effect of the calibration
is better visible. The selection is not the special selection for the DA calibration but the
nominal DIS selection described in section 4.3. Before applying any calibration, plots on
top of the figure, there is a shift in the E! kinematic peak between MC and data as well
as difference in the resolution. Once the calibration is applied, plots on the bottom part of
the figure, the MC distribution describes correctly the behaviour of the data. While the E.
spectrum can be influenced by the used PDFs in MC, F — p, is more independent of the used
structure functions, the position of the peak is determined by the longitudinal momentum
balance. One can see that also for the latter the peak is around 2F,, in the same position for
MC and data after the calibration.
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Figure 7.2: Uncalibrated (top figure) and calibrated distributions (bottom) for the high energy
running period in 2007. On the left side the energy of the scattered electron is presented and
on the right side, £ — p,.
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Figure 7.3: Uncalibrated and calibrated E! (left) and E — p, (right) distributions for low
proton beam energy data.
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Chapter 8

Stability Studies

One important check of the data quality for the cross section measurement is the stability
of the measurement as a function of time. The basic quantity for this study is the relative
event yield, defined as the number of selected DIS events per integrated luminosity, as a
function of the luminosity run number. The kinematic region studied corresponds to low Q2
and intermediate y. In the first part of this chapter the stability of the positron period in
2006 and the data in 2007 is analysed and in the second part the value of the yield for the
three energy runs in 2007 is compared.

8.1 Stability of 2006 and 2007 Data

The selection applied is described in section 4.3, the energy measured by the SpaCal is required
to be in a more restricted range, 15 < E, < 25 GeV, which selects events in the intermediate y
domain, where the background contribution is small enough to assume to have a background
free sample and where the vertex reconstruction efficiency is largest. Additionally, a cut in
0. is set, 160° < 6, < 170°, to ensure 100% calorimeter acceptance independently from the
z-position of the vertex. The mean and spread of the z-coordinate of the interaction vertex
changes from run to run and the detector acceptance depends on the vertex position, so the
result of not applying the cut in 6, would be a varying yield. The inner region of the SpaCal
is excluded with the sO fiducial cut described in chapter 5 and the region corresponding to
Rspacar > 73 cm is as well excluded.

The trigger selected was s2 except from the period between 10.01 and 13.03 2007, when
there was a change in the priority of the subtriggers and s0 had a lower prescale. The energy
threshold is higher for s2 than s0, see definition of the subtriggers in table 5.1, but the mini-
mum value of the energy selected is 15 GeV, above both thresholds, so for this analysis they
trigger the same SpaCal region. The trigger prescale is corrected for each event separately. In
the case of the period in 2007 when s0 was selected, runs with s0 prescale higher than 3 were
not analysed. The effect in the luminosity is negligible, only 0.2 pb~! less than setting the
maximum allowed prescale for example to 20. However, removing events with large prescale
improves the statistical uncertainty. The average prescale of sO for that period was 1.66 and
for the low and medium energy runs the value is close to one. For these last two data sets
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Figure 8.1: Yield in the positron running period in 2006.

one could also use s0 instead of s2 because its average prescale is equally low, the difference
between them is on the per mil level.

In figures 8.1 to 8.4 the yield distribution as a function of the luminosity run number is
presented for the different periods. At the beginning of September 2006 there is a step in the
yield, its value is about 8% higher after approximately the run number 477200. It is suspected
to be caused by a problem with the luminosity determination [40]. Apart from that, the yield
is reasonable flat for all studied periods and for E,= 920 GeV 2007 data has the same value
as for 2006 after the step. The difference between the yield for the high energy run in 2007
and the low energy run is about 20% and between the high energy period and the medium
energy is 16%. This difference is because the kinematic range is different for each period.

8.2 Comparison of the Yield for the Data Sets in 2007

The integrated luminosity is defined as
L=N/o (8.1)

where o is the cross section and N the number of DIS events selected. Then studying the yield
is equivalent to study the cross section.The corresponding expression defined in section 2.14
is:

d’c

2
dzdQ2 " (Fz(:v, Q) - L Fy(z, QZ)) - (8.2)

Yy

At low y the second term is negligible and the cross section is proportional to F5. Fixing
the values of z and Q?, the dependence on 7, or equivalently on the centre of mass energy /s,
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Figure 8.3: Yield in the low energy run period (E,= 460 GeV)
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Figure 8.4: Yield in the intermediate energy run period (E,= 575 GeV)

comes from the factor Y,. This dependence can be removed by reweighting each event with
the factor 1/Y,;. Then the value of the cross section and the yield should be independent of
s at fixed (z,Q?). The aim of this section was to verify that assumption comparing the yield
for the three data sets in 2007.

To compare the yield for high, intermediate and low proton beam energy data, it is neces-
sary to match the range (z,Q?) in such a way that the corresponding value of y, different for
each energy, is small enough to assume that the term proportional to Fr, in the cross section
is negligible. To fulfill this criteria the selection of the previous section was modified, see
below. The kinematic variables used are reconstructed by the ”electron method” because of
its better resolution for the chosen y domain.

o In this case, it is especially important that the kinematic variables are reconstruct as
precisely as possible, then the corrected values of the scattered electron energy obtained
with the calibration were used.

e Instead of applying a cut in the 6, of the scattered electron, the cut was done in Q?
reconstructed with the electron method. To have the same SpaCal acceptance for the
three proton beam energy runs the cut was fixed to 20 GeV? < Q? < 50 GeV2.

e Different proton beam energy implies different centre of mass, v/s. Given s = 4E,E,
and Q?/x = s -y, the chosen y range has to be modified to keep Q?/z constant. The
selected ranges for the three periods were:

— E,= 920 GeV data: 0.1 <y, <0.25
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— E,= 460 GeV data: 0.16 < y, < 0.4
— Ep= 575 GeV data: 0.2 <y, < 0.5

e As mentioned above the events were reweighted, their weight was divided by the factor
Y, =2(1 — y) + y? calculated with the electron method.

e In order to reduce the effect of radiative corrections, which are y-dependent and can be
rather large for the electron method, a cut on yy was applied. Taking into account that
different y ranges are chosen, the cut in yy was also different for the three energy runs.
It was set to be one half of the lower cut in ye.

— Ep= 920 GeV data: ys > 0.05
— E,= 460 GeV data: ys > 0.08
— E,= 575 GeV data: ys > 0.1

In addition, the contribution of events which are misreconstructed by the electron
method because of undetected ISR photons is reduced by the cut in £ — p,.

For the y-range chosen, the values of the factor multiplying F7,, f(y), varies approximately
between 0.005 and 0.02, so neglecting that term is a reasonable assumption. Therefore under
these conditions the yield is expected to have the same value.

The first step before analysing the yield is to prove that the selection achieves its goal.
In figure 8.5 the distributions for the kinematic variables z, Q? reconstructed by the electron
method are shown. As expected the range of x coincides for the three data sets. Figure 8.6
shows the energy range of the scattered electron for the three energy runs and the kinematic
variable y reconstructed by the ¥ method. The arrows correspond to the value to which the
cuts are set. One can see that selecting different values of y implies different energy ranges,
it also affects the ranges of the SpaCal radius and .. The difference between the proton
beam energy is smaller for the medium and the low energy runs, then also the corresponding
E] ranges are closer than for the high energy run. All the distributions are normalised to
luminosity of the high E, energy run.

Finally, the results for the yield are presented in figure 8.7. The value of the yield is
obtained fitting the distribution with a straight line, the errors correspond to the precision
of the fit. The yield for the E,= 920 GeV data is around 6% higher than for E,= 460 GeV
data and about 10% higher compared to the E,= 575 GeV data, which is a rather large
disagreement. The reason is probably a problem with the luminosity determination, pointed
out by the change in the yield after August 2006. It could also be due to radiative corrections
which should be evaluated with the help of MC, but in next chapter it will be seen that they
do not play a role.
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Chapter 9

DIS Cross Section Results

In this chapter the first cross-sections for the high and low proton beam energies in 2007
are presented. The reason why the study was not done as well for the intermediate value of
the energy is the lack of an appropriate MC simulation. Together with the cross-sections,
the control distributions and a preliminary evaluation of the systematic uncertainties are
presented.

9.1 Monte Carlo Simulation

Monte Carlo programs are powerful tools to simplify the measurement of the DIS cross section.
They allow to determine the corrections due to limited detector efficiency and acceptance,
smearing of reconstructed kinematic variables due to detector resolution and radiative effects.
They are also used to estimate the effects of systematic uncertainties on the cross section mea-
surement.

The Monte Carlo generator program used was DJANGO [37], the version DJANGOH 1.4.
For both low and high energy data sets, ten million events were simulated, corresponding to
an integrated luminosity of £ ~ 45 pb~! for the high energy simulation and £ ~ 54 pb~! for
the low energy one. The total luminosity for E,= 920 GeV data is £ ~ 34.0 pb~!, around
30% lower than for MC and for E,= 460 GeV data £ ~ 11.5 pb~!, five times lower. Leading
order parton distributions from the PDFLIB with F7, = 0 with the code GRV5004 are used as
an input structure functions. The phase space was restricted to Q% > 5 GeV2. MC events at
Q? < 10 GeV? are reweighted to reduce the number of simulated events at unused Q? values.

The production of Monte Carlo events are done in several steps. First, the events are
generated according to a specific physics model using a MC generator, in this case DJANGO,
as mentioned. This step involves the hadronisation of the final state quarks and gluons. The
result is a set of 4-momenta and the identities of the final state particles. The second step
is the detailed simulation of the H1 detector response to the generated events. The result
is similar to real data and it is treated in the same way as data in the reconstruction and
analysis steps.
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Figure 9.1: Reweighting functions for the E,= 460 GeV MC vertex distribution, left, and for
the E,= 920 GeV MC, right.

To compare MC and data it is necessary to tune the MC simulation to reproduce the data
behaviour. Apart from the calibration described previously, the MC is reweighted with two
different correction factors, one related to the vertex distribution of the simulated events and
the other corresponds to the structure function assumption used for the MC.

9.1.1 Event Weight
z-vertex Position

It has already been mentioned that for an accurate reconstruction of the event kinematics a
precise knowledge of the position of the vertex, in particular the z-position, is needed. There-
fore it is important that it is well described by MC. To reconstruct the vertex in data the so
called beam tilt correction is applied, which takes into account the measured beam offset and
tilt between the H1 z-axis and the beams due to changing beam conditions. This correction
is also approximately introduced in the MC simulation.

The generated vertex position of the MC is a Gaussian distribution with a fixed mean
position and width and it is necessary to reweight it to the data distribution. To obtain a
mostly unbiased z-vertex distribution, the DIS event selection with the electron scattered in
the SpaCal is used. The selection applied was exactly the same than in section 8.1 based on
the description in [23]: Apart from the general cuts, 15 < E. < 25 GeV and 160° < 6, < 170°
are required to have a background free selection, the highest z-vertex reconstruction efficiency
and 100% SpaCal acceptance.

The z-vertex distribution for data and MC are fitted to a Gaussian plus a polynomial
function to describe the tails of the distribution. The weight used for the MC is calculated as
F( Zdata)

v
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o7



Z 22000 z
C = £ D E _=920GeV
200001 e Data Ep 460 GeV 90000; . ata o 920Ge
18000 M€ 80000 MC
16000F- 70000E-
14000~ 60000F
12000 50000
10000¢ 40000E-
8000F- B
6000;* 30000E
4000% 20000?
2000 10000
k& o e e e LT & il I
% 30 20 10 0 10 20 30 40 %030 =20 -0 0 10 20 30 40
Z,, lcm Z, lcm

Figure 9.2: z-vertex distributions for the low proton beam energy data, left, and the high
proton beam energy data, right. The closed circles represent the experimental data and the
open histogram, the MC simulation. The distributions are normalised to area.

where F(zd0%) = G(zd91) + P(z29%%) and F(2M¢) = G(zMC) + P(zMC) are the fitted
functions. In figure 9.1 the weight function applied to the z-vertex distribution for MC is
presented for E,=920 GeV and E,=460 GeV. In figure 9.2 the distribution for data and
reweighted MC are shown. They are normalised to the area of the data sample. There are

no remarkable differences between the distributions.

Cross Section Reweighting

The next correction was applied to adjust the DIS cross-section used for the MC generation
to an experimental measurement. Each MC event is weighted by the ratio of the double
differential cross-sections calculated from the generated kinematics:

O'new(x,ya QQ)

Uold(maya QZ) . (92)

weighty, =
ood(T,y, Q%) is evaluated with the GRV-LO 94 of F, and F;, = 0 parametrisation and
Onew(T,y, @%) was obtained using the HIPDF2000 functions [36].

9.2 Summary of the Systematic Error Sources

The measured cross section is influenced by systematics effects, there are two types known as
uncorrelated and correlated errors. The latter affect in the same direction different bins and
they are related for example to the reconstruction of the kinematic variables. The sources
considered in this thesis to determine the systematics were:

e The uncertainty in the electron energy scale is estimated a function of the energy,
according to the equation

SE' (27.6 — E'/GeV)
e =, 015 - e
7 = 0.003 +0.015 26

e

(9.3)
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Figure 9.3: Test of the hadronic final state energy scale using the mean of the p; balance ratio
distributions as a function of yx for the E,=460 GeV sample, left plot, and E,=920 GeV
sample, right plot.

For the kinematic peak, it corresponds to 0.3% and for values of the energy about 1GeV
it is approximately 2%. Former analysis have shown that with the same calibration
procedure the uncertainty at the kinematic peak is better than 0.2% [26], in this thesis
the chosen uncertainty is more conservative, 50% higher, as it has not been checked in
such a detail.

e The electron polar angle is measured with the SpaCal which is optimised to measure
energy but not position, since it is not a tracker. Then the error is set to 1 mrad, in
line with other measurements using a similar method [35], because no further studies,
apart from comparing 6, with the CIP for the alignment, were done.

e For SpaCal contribution to the hadronic final state energy scale the uncertainty is chosen
0.9 GeV, it was derived with the same method than in [26]. The influence of this source
was checked and found out to be small.

e The distributions in 9.3 show the dependence of the mean value of the p; balance ratio
between the hadronic final state and the electron as a function of yy. The expected
value should be always close to 1. However, there is a clear discrepancy for data and
MC. The disagreement between the data distribution and MC increases at lower values
of yx, the ratio is significantly lower for data than for MC, at log;qys < —2.0 the
difference is about 10%. Therefore the uncertainty of the hadronic final state energy
scale was selected 4% at log;oyx, > —1.5 and a 10% per decade for smaller values of yj
according to this expression:

5
2 0044010 (~logigys — 1.5)  for ys < 15 (9.4)

[)>

e The error corresponding to the LAr noise fraction is 20%. In figures 9.7 and 9.9 one
can see that the chosen error covers the discrepancies in the noise. The values of
this uncertainty source and the previous one are quite conservative, but considering
that there is no correction or calibration applied for the hadronic final state they seem
adequate.
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To estimate the correlated systematic errors the procedure is the following: For each of the
sources listed above the relevant quantities are varied by the uncertainty in the MC simulation,
separately in positive and negative directions. The reduced cross-sections for the former, o;F
and the latter case o, are determined and the relative systematic error is calculated as

+ -
O, g

— T
6= (9.5)

where o0 is the reduced cross section without systematic variations.

The uncertainty taken for the uncorrelated sources, radiative corrections, efficiency of the
subtriggers and the vertex determination, is 0.5% for each source. The radiative corrections
have not been studied so the uncertainty is taken as in [6]. As it was seen in section 5.1 the
efficiency of the subtriggers used is greater than 99.8%, considering some inefficiency coming
from the global options or some local variations a 0.5% uncertainty is a safe value. The vertex
reconstruction has been done combining the central and CIP vertices. It is considered to be
highly efficient, since, as it was seen in section 6.1, the efficiency of the CIP alone is nearly
99% for high enough Rcrp. Bins at high y are selectively rejected so the amount of residual
v — p background is expected to be lower than 2% [25].

9.3 Control Distributions

Before measuring the cross-section, it is necessary to check that the MC simulation after the
reweighting reproduces correctly the behaviour of the data. This is done comparing the data
and MC distributions of the most important variables.

The selection is exactly the one described in section 4.3 plus the fiducial cuts in Rgpacal-
Additionally, the value of Q? was required to be greater than 10 GeV2. This is motivated for
two reasons, first of all due to the fiducial cut in the radius no lower values could be reached
and second, because for lower values of 2, the MC simulation is not be adequate.

The triggers selected are sO for the low proton beam energy run and s0 and s3 for the high
proton beam energy run. s3 does not cover the whole SpaCal range selected because of its
higher cut in radius. However, it was included for the high energy run because its efficiency
is similar to the efficiency of s0 and its average prescale was approximately 1, lower than s0
prescale. Then the events triggered by s3 have a lower weight than events triggered by s0 so
the statistical uncertainty improves.

The MC simulation was reweighted for the control distributions to the HIPDF2000 func-
tions plus a 12% correction for the high energy sample and 8% for the low energy one. The
Monte Carlo cross section reweighting has very little influence on the extraction of the mea-
sured DIS cross section, the assumptions about it cancel in the acceptance calculation. In
figures 9.4 and 9.5 the distributions of variables reconstructed with the electron method are
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shown. The MC samples are normalised to the integrated luminosity of the data. The data
and MC correspond to the selected bins in the (z, Q%) plane used to obtain the cross section,
which are introduced in the next section. One can see that there is a good agreement between
data and MC for the low energy sample as well as for the high energy data.

In figures 9.6 and 9.8 kinematic variables reconstructed with the 3 method are presented.
The MC describes correctly the data despite lacking hadronic calibration and the worse
resolution of the kinematic variables reconstructed by the ¥ method. The p; balance plot
shows a small disagreement, this is a consequence of the missing calibration for the energy of
the hadronic final state particles. Figures 9.7 and 9.9 show the distribution of the fraction of
yp, contributed by tracks, LAr calorimeter and noise and SpaCal for the high and low energy
runs, respectively, to study the hadronic energy flow as in [25]. Instead of comparing data
with the mean value of MC the allowed range of the MC considering the systematics is plotted.
The assigned systematic uncertainties seem in general adequate, the agreement is reasonable.
As expected, at low y the main contribution to g comes from the LAr calorimeter, according
to the DIS kinematics the hadronic final state has a forward direction. At high y the greater
contribution comes from the SpaCal. The contribution of tracks is about 30% in the medium
y domain. The influence of the noise is large at y < 0.01, its effects varies from 40% to 80%.
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Figure 9.5: Control distributions of the low proton beam energy data sample in 2007. The
open histogram corresponds to MC and the closed circles to data. The distributions presented
from left to right and from top to bottom are, like on the previous figure: Energy of the
scattered electron and polar angle, radius in the SpaCal and the kinematic variables z, and
ye and finally Q2.
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Figure 9.6: Control distributions for the E,= 920 GeV data in 2007 (closed circles) and MC
(open histogram). The kinematic variables z, y and Q? reconstructed with the ¥ method and
the ratio between the hadronic final state particles transverse momentum and the scattered
electron transverse momentum are shown from left to right and from top to bottom.
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Figure 9.7: Distribution of the fraction of y; contributed by tracks, LAr calorimeter and noise
and SpaCal for the F,= 920 GeV sample. The shaded areas correspond to the range of the
MC simulation considering the systematic uncertainties.
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Figure 9.9: Distribution of the fraction of y; contributed by tracks, LAr calorimeter and noise
and SpaCal for the E,= 460 GeV sample. The shaded areas correspond to the range of the
MC simulation considering the systematic uncertainties.
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9.4 Cross Section Measurement

The measurement of the cross-section is performed in bins. The binning chosen in the (z, Q?)
plane is appropriate because the structure functions of the proton are usually also expressed in
terms of those variables. The aim of the binning is to have equally distributed statistics and to
minimise the migration of events between the bins, which is studied using their ”purity” and
"stability”. The objective is also to have a nearly photoproduction background free sample.
The ”purity” indicates how much the events measured in a bin are contaminated by event
migration from adjacent bins, whereas the stability controls the migration of events out of
the bin. They are defined as:

Purity = Nrectitegen Stability = Nrecktegen (9.6)
Nrec N, gen
where Npee, Ngen are the numbers of events reconstructed and generated in a certain bin
and Npecg&gen i the number of events reconstructed and generated in the same bin. Both
quantities take values between 0 and 1 by definition and they are sensitive to resolution and
shifts in the reconstruction of z and Q2.

The selected bins using the electron or the ¥ method with the corresponding purity and
stability values are shown in figure 9.10, E,= 920 GeV data, and in figure 9.11, E,= 460 GeV
data. From these plots one can see that the values of the purity vary between approximately
30% and 60% for both methods and energies. The stability for the high energy sample has
values between 35% and 60% for the ¥ method and between 35%-90% for the electron method,
see figure 9.10. For the low energy data the values vary between 45%-70% and 40%-70% for
the electron and 3 method respectively.

The high values of the purity and stability reconstructed by the electron method are a
consequence of the high resolution of the kinematic variables based on the precisely measured
electron energy and polar angle. However, the 1. resolution degrades rapidly towards low
y due to the factor 1/y, see section 2.2. That causes a drop of purity and stability to too
low values below y =~ 0.1, which limits the applicability of this method. The ¥ method is
then preferable, the resolution in yy, is less dependent on y, therefore the values of the purity
and stability show a much smaller variation within the inelasticity range. The differential
cross-section is measured in a bin only if the purity and stability is higher than 30%. In
the kinematic region where the electron and the ¥ method overlap, the electron method is
preferred due to its smaller uncertainty, because of the performed calibration, as long as it
satisfies the criteria in purity and stability. The ¥ method allows to extend the measurement
to higher x where the electron method has large uncertainty.

In principle the cross section measurement is performed using the integrated luminosity
L pate and the number of events collected in a bin Npgta, 0 = Npata/LDate- However several
factors have to be taken into account, leading to the following expression:

dQU(xa QZ) _ Npata — va — Npg 1

dzdQ? A Lpata 1T e *CBC - (9.7)

where:
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e N,, is the number of photoproduction events in the bin which is, taking into account
the selection, negligible with respect to the total number of events, Nyaq-

e Npg corresponds to the number of events due to other (non-ep) background, it has not
been analysed but it is expected to be also a small value due to the selection.

e A is the detector acceptance, which is calculated using the MC simulation as A =
NM C / NM C
rec gen -
e Jprc represents the radiative corrections on the Born level cross section, calculated as
0= a%f / U%ﬂfu — 1, where o%g and UIA;,/[O?” are bin integrated full and Born level cross
sections respectively taken from MC simulation.

e cpc is the bin centre correction, which has to be applied in order to take the maximum
variation of the cross section over the bin size and to obtain the cross section at the bin
centre value. It can be derived from MC as

d20Mc($Can) MC

d.’EdQ2 UBorn (98)

CBC =
The cross section measurement is simplified because the DJANGO MC already contains
the radiative corrections. Using the relation

Ngf‘gf = LMCME (9.9)

the formula to determine the cross section via the Monte Carlo Method is obtained.

d*0(2,Q%) _ Npata — Nyy — Npg LMY d*cM%(z, Q%)

= 1
dzdQ? NMC Lpata dzdQ? ’ (9-10)
since
11 e N[&E - [agfgn] _ [d%MC(x, Q) 1 ] _ LMY oM, Q%)
Al+ dpe NMC a%f dzdQ? alg"fofn NMC dzdQ? '
(9.11)

The results of the cross section measurements presented in this thesis are listed in the
tables in Appendix A. Instead of calculating o, the reduced cross section, o, will be obtained
as in equation 2.22. In figure 9.12 the cross section for the low energy and high energy sample
is shown. The error bars, which are in most of the cases smaller than the marker size, are cal-

culated as ,/5§yst + 62,,:- The error on the cross-section determination is clearly dominated

by the systematic uncertainties. Only for very few bins at low Q2 the statistical error exceeds
the systematic one.

The difference between the cross section of the high and low proton beam energy is about
5-6%. This is in good agreement with the difference between the yields presented in the
previous chapter. The radiative corrections are included in the calculation of the cross section
so they are not the reason of the difference in the yield or the cross section between the two
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Figure 9.12: Reduced cross section measurement as a function of = for different Q? values.
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Figure 9.13: Total systematic uncertainties for the E,= 920 GeV data, closed circles, and
E,= 460 GeV data, squares.

data sets and the disagreement comes from the luminosity determination.

In figure 9.13 the total systematic error are shown, they vary between 3% to 10%. For
points corresponding to the electron method the uncertainty lies within 3%. However, the
errors corresponding to points obtained with the 3 method are rather large because there is
no hadronic final state energy calibration. The uncertainty is especially high for the E, = 920
GeV data because, at fixed (z,@?), y is half of the value for the E, = 460 GeV sample and,
therefore, the uncertainty due to the hadronic final state measurement is larger, see section 9.2.

The last published H1 measurement in the same kinematic range used H1 data from years
96/97 [6]. Figure 9.14 shows a comparison between the cross section measured for the 2007
data and the mentioned high precision measurement. The ratio shows a rather large disagree-
ment, up to 15% for the E,= 920 GeV data in 2007 and 10% for the E,= 460 GeV sample.
However, this difference is consistent with a global normalisation effect, out of the scope of
this analysis. This should be seen in the light the step found in the yield in September 2006.
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Chapter 10

Conclusions

Prior to the measurement of the longitudinal proton structure function it is necessary to
analyse the performance of the detectors involved and the quality of the data. That was the
purpose of this thesis, the kinematic range studied was 10 < @? < 120 GeV? and the low and
intermediate y, y < 0.6, where the background is low. This kinematic range corresponds to a
high scattered electron energy measured in the SpaCal.

The performance of the SpaCal, BST and CIP was studied. The SpaCal trigger efficiency
was obtained for subtriggers sO and s3, their efficiency was determined to be 99.9%. The
efficiency of the non SpaCal components of s7 and s8 was also checked. Their efficiency, espe-
cially for s7, is lower than for the SpaCal subtriggers. However, this should not be a problem
for the F;, measurement because of the combination of s7 with s8. The tracking efficiency of
the BST is about 80%-85%, depending on if the tracks are fitted to a vertex or not, while for
MC the efficiency is the same in both cases. The alignment needs to be corrected to improve
the efficiency within the sector borders and to remove the ¢ dependence of the momentum
measurement, which will be fundamental to remove the v-p background at lower E.. The
CIP vertex reconstruction was probed to be correct and after the alignment the uncertainty
of the 6 measurement is around 1 mrad.

The second part of this work was to study the data quality of the three proton beam
energy runs in 2007 with E;,=920 GeV, E,=460 GeV and E,=575 GeV. The stability of
these three sets was analysed: The yield is always flat without significant variations. The
yield was also obtained for the positron run in 2006 because of the suspicion that there was a
problem with the luminosity determination. For the measurement of F, an absolute shift in
the luminosity would not be critical, but an unknown relative shift between the three different
sets would make the measurement impossible. It has been found that the normalisation of
the three data sets differs up to 10%, which is unexpectedly large and needs to be corrected
to perform the Fr, and inclusive DIS cross section measurements.

The behaviour of the E;,=920 GeV and E,=460 GeV data was compared to MC, the
scattered electron energy was calibrated and the MC was also reweighted to the data cross
section and z-position of the vertex. There are no major discrepancies between the MC and
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data. There is still room for improvement because there was no hadronic final state calibra-
tion. However, the overall scale is wrong compared to HIPDF2000 by a factor 12% in the
case of the high proton energy and by 8% the low energy. Finally, the first cross sections
were obtained for the high and low proton energy run. The reduced cross section for E,=920
GeV data is approximately 5% higher than the cross section for E,=460 GeV data, which is
compatible with the difference in the yield. Comparing the cross section measurement in this
thesis with the results using H1 data from 96/97, the conclusion is that there is an overall
normalisation problem in 2007 data.

The following step is to modify the phase space selected towards higher values of y to a
maximum of y ~ 0.85 for the low energy run to measure F7. The results in this work will be
needed to perform the best F1, measurement.
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Appendix A

Tables of the experimental results

In the following tables the results of the cross section measurements are listed. The kinematic
variables, the reduced cross section, R and F> together with the systematics are presented for
the E,= 920 GeV and E,= 460 GeV data from 2007. The values of R used for the extraction
of F, are calculated using HIPDF2000.

Results for the E,= 920 GeV data 2007
2 F2 5tot 6sta.t 5unc 5co’r (SE'¢a 59e 6LA7" Jnoise

[GeV?] o] (%] [l  [] (%] B %] [%A]

12.0 3.20-107* 0.369 1.402 1.436 1.9 0.4 0.9 1.7 -1.0 -13 0.3 —0.2
120 5.00-107* 0.236 1.261 1.272 2.4 0.5 0.9 21 -1.0 -18 0.3 —0.1
120 8.00-107* 0.148 1.187 1.191 2.8 0.6 1.0 25 -—-13 -22 0.2 —0.1
12.0 1.30-107% 0.091 1.044 1.045 3.8 0.7 1.0 3.6 —25 =27 0.2 —0.1
12.0 2.00-107%* 0.059 0.909 0.909 4.3 0.7 1.0 41 -16 -29 —-1.2 1.1
120 3.20-107® 0.037 0.828 0.828 4.5 0.8 1.1 43 -16 —-26 2.6 1.3
120 6.31-107* 0.019 0.701 0.701 5.3 0.7 1.0 51 -19 =21 -2.9 3.1
120 2.00-1072 0.006 0.546 0.546 19.0 1.1 1.2 189 -—-1.8 1.1 -14.2 12.2

15.0 5.00-107* 0.295 1.358 1.375 2.1 0.4 0.9 19 —-09 -16 04 0.1
15.0 8.00-10"* 0.185 1.234 1.239 2.1 0.4 0.9 1.8 —-09 -16 0.3 —0.1
15.0 1.30-107% 0.114 1.142 1.144 2.5 0.5 0.9 23 —-17 -—15 0.3 —0.1
15.0 2.00-107* 0.074 0.992 0.993 2.5 0.5 0.9 22 —-02 -15 -0.8 -04
15.0 3.20-107® 0.046 0.873 0.873 2.6 0.5 1.0 23 —-04 -—15 1.6 —-0.2
15.0 5.00-107%* 0.030 0.782 0.782 4.9 0.6 1.0 4.7 =05 -1.3 4.5 0.0
15.0 1.00-1072 0.015 0.644 0.644 3.8 0.5 1.0 3.6 —-07 -0.7 -3.0 1.7
15.0 3.20-107% 0.005 0.455 0.455 15.8 0.7 1.0 157 —-1.5 2.1 -10.3 11.6

20.0 5.00-107* 0.394 1.487 1.523 1.9 0.4 0.9 1.6 —-06 -—-14 04 —0.2
20.0 8.00-107* 0.246 1.330 1.341 2.1 0.4 0.9 19 —-09 -16 0.3 0.0
20.0 1.30-107%* 0.151 1.193 1.196 2.2 0.4 0.9 1.9 -12 -15 0.3 —0.1
20.0 2.00-107% 0.098 1.094 1.095 2.8 0.4 0.9 25 —-19 -16 0.4 0.0
20.0 3.20-107% 0.062 0.954 0.954 2.6 0.5 1.0 24 0.7 -1.7 0.8 —-1.2
20.0 5.00-107% 0.039 0.841 0.842 4.9 0.5 1.0 4.7 0.6 —1.8 4.3 —0.8
20.0 1.00-1072 0.020 0.698 0.698 3.5 0.4 0.9 3.4 0.5 —1.4 2.8 —-1.1
20.0 3.20-107% 0.006 0.499 0.499 8.6 0.5 1.0 85 —=01 —0.5 -5.7 6.3

25.0 8.00-107* 0.308 1.444 1.464 1.9 0.5 1.0 16 —-07 -—-14 0.4 —0.1
25.0 1.30-107% 0.189 1.274 1.280 2.0 0.5 1.0 1.7 —-09 -15 0.3 0.0
25.0 200-107% 0.123 1.169 1.171 2.2 0.5 1.0 19 -12 -14 0.3 0.0
25.0 3.20-107% 0.077 1.043 1.044 3.0 0.5 1.0 28 =22 17 0.4 0.0

z y oy

continued on next page
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Results for the F,= 920 GeV data 2007

Q2 Y [o F, Stot dstat  Ounc dcor 7R 99, drar Onoise
[GeV?] i 2] % (%] [ (%] (%] [%] [%]
25.0 5.00-107% 0.049 0.876 0.877 3.2 0.5 1.0 3.0 09 -16 2.1 —-1.2
25.0 8.00-107% 0.031 0.782 0.782 6.5 0.5 1.0 6.4 0.7 —1.5 6.1 —-1.1
25.0 1.30-107% 0.019 0.688 0.688 5.2 0.6 1.0 5.0 0.6 —1.6 4.0 —2.5
25.0 2.00-107> 0.012 0.617 0.617 3.6 0.6 1.1 3.4 0.7 -1.5 2.0 —-2.1
25.0 3.98-107% 0.006 0.497 0.497 10.0 0.6 1.0 9.9 0.5 —1.2 —6.7 7.2
35.0 8.00-10"* 0.431 1.556 1.603 1.8 0.6 1.0 1.3 —-07 -09 0.4 —-0.3
35.0 1.30-107® 0.265 1.374 1.387 1.9 0.5 1.0 1.5 —-05 -—-14 0.3 0.0
35.0 2.00-107% 0.172 1.240 1.245 1.9 0.5 1.0 1.5 =09 -12 0.3 0.0
35.0 3.20-107% 0.108 1.124 1.126 2.5 0.5 1.0 23 —-16 —15 0.3 0.0
35.0 5.00-107% 0.069 0.958 0.959 2.7 0.6 1.0 24 1.0 -14 1.2 -1.3
35.0 8.00-107% 0.043 0.839 0.840 4.5 0.6 1.0 4.4 1.0 -1.6 3.8 —-1.2
35.0 1.30-10"% 0.027 0.728 0.728 6.8 0.7 1.1 6.6 1.0 -1.5 6.2 —1.6
35.0 2.00-10"% 0.017 0.671 0.671 5.1 0.7 1.1 4.9 0.7 —1.5 3.5 -3.0
35.0 3.98-107% 0.009 0.540 0.540 5.8 0.6 1.0 5.7 0.9 -17 -3.8 3.7
45.0 1.30-107% 0.341 1.461 1.485 1.7 0.6 1.0 1.2 —-05 -1.0 0.4 —-0.1
45.0 2.00-107% 0.222 1.298 1.306 1.7 0.6 1.0 1.3 —-07 -1.0 0.2 0.0
45.0 3.20-107% 0.138 1.159 1.162 2.0 0.6 1.1 16 —-09 -1.2 0.3 0.0
45.0 5.00-107% 0.089 1.026 1.027 2.6 0.6 1.1 23 -20 -1.2 0.3 0.0
45.0 8.00-107® 0.055 0.876 0.876 2.6 0.7 1.1 2.2 1.1 -14 1.2 —0.6
45.0 1.30-107% 0.034 0.768 0.769 6.2 0.7 1.1 6.0 09 -13 5.6 —-1.7
45.0 2.00-10"% 0.022 0.690 0.690 6.5 0.8 1.1 6.3 09 -13 5.6 —2.4
45.0 3.20-10"% 0.014 0.610 0.610 3.5 0.8 1.2 3.2 0.6 —-1.0 2.0 —-2.0
45.0 6.31-107% 0.007 0.478 0478 135 0.8 1.1 135 1.0 -1.5 -9.2 9.6
60.0 1.30-107% 0.454 1.494 1.543 1.9 0.9 1.2 1.1 —-06 08 0.4 —-0.3
60.0 2.00-107% 0.295 1.389 1.404 1.7 0.7 1.1 1.2 —-04 -11 0.2 0.0
60.0 3.20-107% 0.185 1.221 1.226 1.7 0.7 1.1 1.1 —-05 —-09 0.2 0.0
60.0 5.00-107% 0.118 1.075 1.077 2.4 0.7 1.1 19 -14 -12 0.3 0.0
60.0 8.00-10"% 0.074 0.919 0.920 2.5 0.8 1.2 2.1 0.6 —0.7 1.0 —1.5
60.0 1.30-1072 0.045 0.778 0.778 3.4 0.8 1.2 3.0 1.2 -14 2.2 —-0.9
60.0 2.00-10"% 0.030 0.705 0.705 6.8 0.9 1.2 6.6 06 —0.9 6.1 —2.1
60.0 3.20-10"% 0.018 0.612 0.612 5.4 0.9 1.2 5.2 0.6 -1.0 4.2 —-2.7
60.0 6.31-107% 0.009 0.481 0.481 8.8 0.9 1.2 8.7 1.1 1.5 —6.2 5.7
90.0 2.00-1073 0.443 1.383 1.424 2.2 1.3 14 1.1 -01 -1.0 0.3 —-0.1
90.0 3.20-1073% 0.277 1.244 1.255 1.9 0.9 1.2 1.2 —-04 -11 0.2 0.0
90.0 5.00-1073% 0.177 1.128 1.132 1.9 0.8 1.2 1.2 -1.0 -08 0.2 0.0
90.0 8.00-107% 0.111 0.974 0.976 2.2 0.9 1.2 16 —-08 -—-13 0.3 0.0
90.0 1.30-10"% 0.068 0.808 0.808 2.8 1.0 1.3 2.3 1.1 —0.9 1.3 —-1.2
90.0 2.00-1072 0.044 0.728 0.728 4.9 1.0 1.3 4.6 14 -13 3.8 —-1.6
90.0 3.20-107% 0.028 0.653 0.653 8.6 1.1 1.4 8.4 1.2 -1.2 7.5 —3.1
90.0 5.00-10"% 0.018 0.569 0.569 2.8 1.2 1.4 2.1 09 -1.0 —-0.4 0.2
90.0 1.00-107' 0.009 0.438 0438 174 1.3 1.5 173 1.1 -12 -13.1 111
1200 3.20-107% 0369 1.119 1.144 4.3 3.1 2.7 1.0 —-09 -—-04 0.1 0.0
120.0 5.00-10"% 0.236 1.088 1.096 2.8 1.6 1.7 1.6 —-02 -16 0.2 0.0
120.0 8.00-107® 0.148 0.939 0.941 2.5 1.3 1.5 1.5 —-09 -12 0.2 0.0
120.0 1.30-1072 0.091 0.824 0.824 2.5 1.2 1.5 16 -12 -11 0.4 0.0
120.0 2.00-10"% 0.059 0.691 0.691 4.0 1.4 1.5 3.5 23 =09 1.7 =17
120.0 3.20-10"% 0.037 0.622 0.622 9.1 14 1.6 8.8 20 -11 7.9 -3.2
120.0 5.00-107% 0.024 0.561 0.561 6.2 14 1.6 5.8 20 -—-1.2 4.8 —-2.0
120.0 1.00-107' 0.012 0.432 0432 12.3 14 1.6 12.2 1.6 —-0.9 -9.6 7.0
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Results for the E,= 460 GeV data 2007

Q2 y o FZ 5tot (Sstat (Sunc 5001“ (SEe (SGe 6LA7" (Snoise
[GeV?] ’ (%] [%] (%] (% (%] (%] (%] (%]
120 8.00-107* 0.295 1.079 1.094 3.6 0.7 0.9 34 -13 =32 0.2 —0.1
12.0 1.30-10"% 0.182 0.986 0.990 4.3 0.8 0.9 42 -23 -35 0.1 —0.1
12.0 2.00-10"% 0.118 0.928 0.929 4.6 0.9 1.0 44 -19 -39 0.2 0.0
120 3.20-107% 0.074 0.798 0.798 3.4 1.0 1.0 3.0 -0.2 =30 0.3 —-0.1
120 6.31-107% 0.037 0.690 0.690 6.2 0.8 1.0 61 -—-15 -31 =33 3.6
12.0 2.00-1072 0.012 0.553 0.553 15.4 0.9 1.0 1563 -1, 0.2 =59 14.1
150 8.00-107* 0.369 1.146 1.171 2.4 0.7 0.9 21 =09 -1.9 0.2 —0.1
15.0 1.30-10"% 0.227 1.030 1.038 2.9 0.8 0.9 26 —-16 -2.0 0.2 —0.1
15.0 2.00-10"% 0.148 0.936 0.939 3.3 0.7 0.9 30 —-23 -19 0.2 —0.1
150 3.20-107% 0.092 0.849 0.850 3.1 0.8 0.9 29 =20 =20 0.3 —0.1
15.0 5.00-107% 0.059 0.757 0.757 2.8 0.8 1.0 2.5 01 -21 -13 0.0
15.0 1.00-10"2 0.030 0.634 0.634 3.6 0.6 0.9 34 —-02 -14 -23 2.1
15.0 3.20-107% 0.009 0.491 0.491 13.0 0.7 09 129 -13 1.8 3.7 12.2
200 1.30-107% 0.303 1.113 1.128 2.3 0.8 0.9 20 -12 -1.5 0.2 —0.1
20.0 2.00-107% 0.197 0.987 0.992 2.9 0.8 0.9 26 —-19 -—-17 0.2 0.0
20.0 3.20-107% 0.123 0.905 0.907 3.4 0.8 0.9 3.2 =27 17 0.3 —0.1
20.0 5.00-107% 0.079 0.824 0.825 2.9 0.8 1.0 26 —-20 -1.6 0.6 —0.1
20.0 1.00-1072 0.039 0.680 0.680 2.4 0.6 0.9 2.1 06 -16 -—-04 -1.1
200 3.20-107% 0.012 0.514 0.514 6.8 0.6 0.9 6.7 00 -05 -—-18 6.4
25.0 1.30-107% 0.379 1.201 1.230 2.4 1.3 1.0 1.7 -09 -15 0.2 0.0
25.0 2.00-107% 0.246 1.043 1.053 2.3 0.9 1.0 19 -12 -14 0.2 0.0
25.0 3.20-107% 0.154 0.950 0.953 3.1 0.9 1.0 28 =22 17 0.2 0.0
25.0 5.00-10"% 0.098 0.853 0.854 3.7 0.9 1.0 35 =30 -—-17 0.4 —0.1
25.0 8.00-107% 0.062 0.741 0.742 2.4 1.0 1.0 2.0 07 -15 —-03 -1.1
25.0 1.30-107% 0.038 0.661 0.662 3.4 1.0 1.0 3.0 06 —1.6 0.1 —2.5
25.0 2.00-107% 0.025 0.593 0.593 3.2 1.1 1.0 2.8 0.7 -—-15 0.6 —2.1
25.0 3.98-1072 0.012 0.531 0.531 7.7 0.8 1.0 7.6 05 -12 -19 7.2
35.0 1.30-10"% 0.530 1.301 1.368 2.3 14 1.1 1.5 —-05 -14 0.2 0.0
350 200-107% 0.345 1.144 1.165 2.1 1.0 1.0 1.5 —-09 -1.2 0.1 0.0
35.0 3.20-107% 0.215 1.028 1.035 2.7 1.0 1.0 22 —-16 -1.5 0.2 0.0
35.0 5.00-107% 0.138 0.921 0.923 3.2 1.0 1.0 29 -24 -15 0.3 0.0
35.0 8.00-107% 0.086 0.792 0.793 2.7 1.1 1.0 2.2 1.0 -16 0.0 —1.2
35.0 1.30-10"2 0.053 0.689 0.689 3.0 1.1 1.0 2.5 1.0 -15 —-06 —1.6
35.0 2.00-107%2 0.034 0.635 0.635 3.9 1.2 1.1 3.6 0.8 —1.5 1.0 -3.0
350 3.98-107% 0.017 0.553 0.553 4.6 0.9 1.0 44 09 -17 -11 3.7
45.0 2.00-107% 0.443 1.203 1.242 2.1 1.3 1.1 1.2 —-07 -1.0 0.1 0.0
45.0 3.20-107% 0.277 1.083 1.094 2.2 1.1 1.0 16 -09 -1.2 0.1 0.0
45.0 5.00-107% 0.177 0.955 0.958 2.8 1.2 1.1 23 —-20 -1.2 0.2 0.0
45.0 8.00-10"% 0.111 0.839 0.840 3.5 1.9 1.1 28 —-23 -1.5 0.3 0.0
45.0 1.30-107% 0.068 0.719 0.719 2.9 1.3 1.1 2.3 09 -13 —-0.2 —1.7
45.0 2.00-10"2 0.044 0.651 0.651 3.5 1.3 1.1 3.0 09 -13 0.3 —24
45.0 3.20-107% 0.028 0.599 0.599 3.1 1.4 1.1 2.6 06 -—1.0 0.4 —2.0
450 6.31-1072 0.014 0.515 0.515 10.5 1.9 1.0 10.3 1.0 -15 =31 9.6
60.0 2.00-10"% 0.591 1.304 1.383 3.8 3.1 1.8 1.1 —-04 -1.1 0.1 0.0
60.0 3.20-10"% 0.369 1.145 1.167 2.1 1.5 1.1 1.1 —-05 -0.9 0.0 0.0
60.0 5.00-10"% 0.236 1.006 1.013 2.6 1.4 1.1 1.9 —-14 -1.2 0.2 0.0
60.0 8.00-107% 0.148 0.856 0.858 2.6 14 1.1 19 -14 -13 0.2 0.0
60.0 1.30-1072 0.091 0.760 0.761 2.8 1.5 1.2 20 -17 -1.0 0.5 0.0
60.0 2.00-10"2 0.059 0.677 0.678 3.1 1.5 1.2 2.4 06 -09 -0.3 -2.1
60.0 3.20-107% 0.037 0.596 0.597 3.8 1.7 1.2 3.1 06 -1.0 0.4 —2.7

continued on next page
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Results for the E,= 460 GeV data 2007

Q2 y o FZ (Stot 5stat (Sunc 6cor (SEe (SGe 5LA7" (Snoise
[GeV?] ’ (%] [%] (%] (% (%] (%] (%] (%]
60.0 6.31-107% 0.019 0.492 0.492 6.8 1.3 1.1 6.5 1.1 —-1.5 -—-23 5.7
90.0 3.20-10% 0.554 1.377 1.435 5.2 4.5 2.5 1.2 —-04 -1.1 0.1 0.0
90.0 5.00-10"% 0.354 1.091 1.108 2.7 2.0 1.3 1.2 —-1.0 -0.8 0.1 0.0
90.0 8.00-10"% 0.222 0.915 0.920 2.6 1.7 1.2 1.5 —-08 -13 0.2 0.0
90.0 1.30-10"2 0.136 0.794 0.795 3.0 1.7 1.2 21 -14 -15 0.3 0.0
90.0 2.00-10"% 0.089 0.698 0.699 2.5 1.8 1.3 1.2 —-04 -11 0.5 0.0
90.0 3.20-10% 0.055 0.607 0.607 44 1.9 1.3 3.8 1.2 —-1.2 0.6 —-3.1
90.0 5.00-10"2 0.035 0.545 0.545 3.4 2.1 14 2.3 09 -10 -09 0.2
90.0 1.00-10"! 0.018 0.430 0430 125 1.7 1.2 124 11 —-12 —-48 11.1
120.0 8.00-107% 0.295 1.105 1.114 5.0 4.2 2.3 1.5 —-09 -1.2 0.1 0.0
120.0 1.30-1072 0.182 0.884 0.886 3.7 2.8 1.7 16 -12 -1.1 0.1 0.0
1200 2.00-107% 0.118 0.784 0.785 3.3 2.5 1.6 1.6 -07 -13 0.3 0.0
120.0 3.20-1072 0.074 0.636 0.636 3.4 2.6 1.5 1.6 02 -14 0.6 0.0
120.0 5.00-107% 0.047 0.534 0.534 4.6 2.8 1.6 3.3 20 -12 0.0 —-2.0
120.0 1.00-107' 0.024 0.441 0.441 8.5 2.2 1.4 8.1 1.6 -09 =33 7.0
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