




































































































Chapter 4

Measurement of Single Inclusive

Jet Cross-Sections

4.1 Introduction

The single inclusive jet cross sections

d�

ep

dE

�

T

and

d�

ep

d�

�

where E

�

T

represents the transverse energy and �

�

the pseudo-rapidity of the jets

measured in the photon-proton centre of mass frame, have been shown to be

sensitive to the presence of resolved interactions [5] and to the partonic structure

of the real photon. They are also expected to be sensitive to the structure of

virtual photon-proton interactions. This chapter studies the characteristics of

a sample of interactions containing high E

�

T

jets as a function of the photon's

virtuality and comparisons are made to various QCD based models.

In section 4.2 the process of selecting deep-inelastic interactions containing jets

and the removal of non-DIS background is outlined. Section 4.3 compares di�er-

ent methods of reconstructing the kinematic quantities Q

2

and y. The process

of determining the jet cross sections is described in section 4.6 followed by a dis-

cussion of systematic uncertainties involved in the measurement in section 4.6.1.

The measured single inclusive jet cross sections d�

ep

=dE

�

T

and d�

ep

=d�

�

are pre-

sented in sections 4.7 and 4.8. Jet cross sections are presented as a function

of the photon's virtuality and transverse energy of the jets in section 4.9. If the

photon participates in the interaction as a partonic object then the spectator par-
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tons are expected to form a photon remnant in addition to the proton remnant.

To investigate this picture, a study of the fraction of the photon's momentum

reconstructed as a photon remnant is presented in section 4.10.

4.2 Event Selection

The data analysed in this chapter were collected in two separate running periods.

The chosen Q

2

and y ranges ensure that the acceptance and the trigger e�ciency

were high in both cases.

The data presented in the kinematic range 0:65 < Q

2

< 20:0 GeV

2

were taken

in a special run in which the mean position of the interaction point was shifted

by 70 cm in the +ve z direction. This increased the angular acceptance of the

SPACAL down to � = 178:5

�

, enabling the measurement of the scattered electron

down to Q

2

min

� 0:3GeV

2

. During this \shifted vertex" period, an integrated

luminosity of 150 nb

�1

was collected by H1. After subsequent o�-line selection

(sections 4.2.1 to 4.2.2) 121:8 nb

�1

was used for physics analysis.

Data in the range 20 < Q

2

< 50GeV

2

were collected in the 1996 running

period and, after o�-line selection, correspond to an integrated luminosity of

1 400 nb

�1

.

4.2.1 Run Selection

Before making the cross section measurement a pre-selection of the data sample

is necessary to ensure that all detectors were functioning reliably and that the

beams were stable.

All ep runs used for this analysis were required to have all major detector

components active for at least 80% of the run time, and on average all major

detector components were on for over 95% of the time. In addition, runs were

only considered if they had been classi�ed by the shift crew as good or medium

quality which means there were no obvious hardware problems with the main

detectors used in this analysis.
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Figure 4.1: The fraction of the total luminosity originating from the forward proton

satellite bunches as a function of the run number.

Satellite bunch corrections to the luminosity measurement

As a consequence of the bunch compression needed to reduce the longitudinal

size of the proton bunches to its design value of �

z

� 11 cm, some fraction of

the proton current escapes the main bunch to form a smaller \satellite" bunch,

separated from the main bunch by 72 cm in the incoming proton direction. In this

analysis only the main bunch is used for physics purposes, the other bunch being

rejected by a cut on the z vertex position. The H1 luminosity system however

is equally sensitive to all bremsstrahlung events and so the integrated luminosity

must be corrected to take this e�ect into account.

L

measured

= L

sat

+ L

nom

= f � L

measured

+ (1� f) �L

measured

where f is the fraction of events that were contained in the satellite bunch, f is

shown as a function of run numbers used in this analysis in �gure 4.1
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Two methods were used to determine the fraction of the luminosity carried

by the satellite bunches. The �rst method uses events from both the shifted and

nominal vertex running periods. Events are selected from both periods using

identical criteria apart from the z vertex cut. An assumption is made that the

spread of the satellite bunch is the same as that of the main bunch. The luminosity

fraction carried by the satellite bunch is then

f =

N

sat

N

svd

L

svd

L

measured

(4.1)

Here L

svd

is the luminosity of the shifted vertex sample, N

sat

is the number of

events surviving the cuts from the nominal vertex sample, N

svd

is the number

of events surviving the cuts from the shifted vertex sample and L

measured

is the

luminosity measured during the nominal vertex data taking.

The second method normalises the forward satellite bunch to the main bunch.

This has the advantage of eliminating any systematic di�erence during the dif-

ferent data taking periods. Due to the reduced statistical uncertainty, the �rst

method is used to calculate the e�ect of the satellite bunches and the di�erence

between the �rst and second method is included in the errors.

Satellite bunches typically contribute a few percent (� 20%) of the measured

luminosity. On average L

nom

is known to an accuracy of better than 2%. This

includes the uncertainty of the contribution from the satellite bunches.

4.2.2 Trigger Selection

There are four trigger phases corresponding to di�erent luminosity periods of the

luminosity �ll. Phase 1 corresponds to the beginning of a �ll where the proton

and electron beam currents are high. In this phase, because of the high rate of

events, the backward calorimeter triggers were either heavily pre-scaled or were

turned o�. As the background decreases, data taking enters phases 2, 3 and 4 in

which all the detectors used in this analysis are operative. For this analysis only

phases 2, 3 and 4 were used.
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The L1 trigger

Low Q

2

neutral current DIS events are distinguished from other classes of events

by the detection of the scattered electron in the SPACAL calorimeter.

Events are selected at the level 1 triggering stage by requiring that the energy

deposited in a group of 4 � 4 electromagnetic SPACAL cells be larger than 4

GeV and that the timing of the energy cluster to be consistent with an ep bunch

crossing. Events in which the proton interacts upstream of the SPACAL and

deposits an energetic hadron in the SPACAL from the rear will be vetoed by the

ToF device [18].

The most energetic cluster in the SPACAL was taken to be the scattered

electron. For this analysis, the SPACAL Inclusive Electron Trigger (IET), S0,

was used to select events. The e�ciency of the S0 trigger is 100% for interactions

containing a scattered electron with energy > 11GeV [21]. S0 was not prescaled

during the selected shifted vertex running periods.

The L4 algorithm

At level 4 events are processed using a fast version of H1REC. This program

has all the information from the detectors but, owing to time constraints, the

most accurate calibration cannot be performed. To reduce the time taken to

make a trigger decision the algorithm used is split up into logical modules. A

module is only executed if its output is required for the L4 trigger to make a

decision. The level 4 �lter typically removes events in which the interaction point

was downstream of the nominal interaction point, but still passed the weaker

level 1 requirements. A histogram of the extrapolated tracks is made, and if

more than 50% of these tracks lie at z < �75 cm then the event is rejected. In

order to study the e�ciency of the L4 �lter 1% of all rejected events are kept for

monitoring purposes.
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4.3 Kinematic Reconstruction

With the H1 detector, both the scattered lepton and the hadronic �nal state are

well measured. This allows the kinematics of the collision to be reconstructed us-

ing the momentumof the scattered lepton (\electron method"), the hadronic �nal

state (\Jacquet-Blondel method") or a combination of both (\Sigmamethod")[50].

In the laboratory frame, the measurements of the scattered electron angle, �

e

,

and the energy, E

0

e

are used to de�ne the kinematicsQ

2

and y by the relationships

below. In the following equations E

e

represents the incoming electron energy and

E

0

e

the scattered electron energy.

Q

2

e

= 4E

e

E

0

e

cos

2

�

e

2

(4.2)

y

e

= 1�

E

0

e

E

e

sin

2

�

e

2

(4.3)

The hadronic �nal state can also be used to de�ne the kinematics by the

Jacquet-Blondel method.

Q

2

JB

=

1

1� y

 

(

X

i

P

xi

)

2

+ (

X

i

P

yi

)

2

!

(4.4)

y

JB

=

1

2E

e

X

i

(E

i

� P

zi

) (4.5)

Here, E

i

is the energy of the i

th

hadron, measured in the calorimeter, and

P

xi

; P

yi

and P

zi

are the x, y and z components of the momentum of that hadron

which is assumed to be massless. The sum is over all �nal state hadrons i. For

particles lost in the forward beampipe E

i

� P

zi

and the transverse momentum is

small, therefore the contribution to y

JB

and Q

2

JB

is negligible. This is not true

however for particles lost in the backward beampipe as the estimation of y

JB

will

be reduced by � 2E

i

.
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In both of the above methods, the incoming lepton energy is taken to be

�xed. This is only true in the absence of any initial state radiation which would

e�ectively lower the beam energy and alter the kinematics of the event. The sigma

method replaces the denominator in 4.5 by

P

=

P

i

(E

i

� P

zi

), where i includes

all �nal state particles excluding the scattered lepton. Momentum conservation

requires that this be equal to twice the incoming lepton energy. The advantage

of using this formula is that it will give the true lepton energy in the case where

the lepton has radiated photons prior to the collision. We thus have:

y

�

=

�

�+ E

0

(1� cos �

e

)

(4.6)

Q

2

�

=

E

0

2

sin

2

�

e

1� y

�

(4.7)

The electron only method provides a good estimator of the Q

2

of the event.

Figure 4.2 (right) shows the resolution to be better than 5% over the Q

2

range

considered in this thesis.

Taking the partial derivatives of equations 4.3 and 4.2 with respect to the

scattered electron energy and angle give the following:

�Q

2

Q

2

=

�

1

E

0

e

� tan

�

e

2

�

(4.8)

�y

y

=

(1 � y)

y

 

�E

0

E

0

�

��

tan

�

e

2

!

(4.9)

It can be seen using equations 4.8 and 4.9 that the Q

2

resolution is dominated

by the electron energy resolution except at large �

e

. The y resolution is good at

high y but degrades at low y due to the term_

1

y

in equation 4.9. The y resolution

is shown in �gure 4.2 (left) as a function of y.

For the range of Q

2

and y considered in this analysis the electron method

gives a more accurate reconstruction of the kinematics of the interaction than

the sigma or Jacquet-Blondel methods. Therefore, the scattered lepton is used

to determine the event kinematics.
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Figure 4.2: Comparison of the resolutions of three di�erent y (left) and Q

2

(right)

reconstruction methods, the electron only, Jaquet-Blondel and the Sigma method.

The results were obtained using the DJANGO Monte Carlo

4.4 O�-line Event Selection

After the cuts applied at L1 and L4 there is still some residual non-DIS back-

ground. To further suppress this background the following cuts are applied:-

� The energy of the highest energy electromagnetic cluster in the SPACAL,

which is assumed to be the scattered electron, was required to be greater

than 11 GeV. As seen in �gure 4.3a, this requirement provides a good �lter

to reduce photoproduction background. In addition, requiring the energy

be more than 11GeV ensures that the SPACAL electron triggers used for

this analysis are 100% e�cient.

� The electron cluster barycentre is required to lie more than 8.7 cm from the

centre of the beam pipe to ensure that there is little energy leakage into the

beam-pipe.

� The transverse spread of an electromagnetic cluster is smaller than that

of a hadronic cluster. Hence a requirement that the transverse radius of

the cluster be less than 3.5 cm further reduces non-DIS background. The

transverse spread of clusters from DJANGO and PHOJET, representing

pure DIS and pure photoproduction respectively, is shown in �gure 4.3c,

along with the position of the cut.
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� The electromagnetic cluster is required to have an associated track from

the BDC. The association is made by extrapolating a straight line from

the z vertex through each BDC track candidate onto the z coordinate of

the SPACAL cluster barycentre. The closest extrapolated track was then

considered to be the electron. If a track cannot be found within 2.5 cm

from the barycentre of the electron cluster then the event is rejected. This

reduces the background from neutral particles (eg s) faking the electron

signal.

� Electrons should deposit all of their energy in the electromagnetic section

of the SPACAL whereas a hadronic shower, having a longer interaction

length, will penetrate through to the hadronic section of the SPACAL.

Figure 4.3d shows the energy deposited within a cone of radius 10 cm from

the barycentre of the most energetic SPACAL cluster for DJANGO and

PHOJET events. The event is accepted if the hadronic energy is less than

0.5GeV (shown as the line in the �gure).

� To reduce the none beam-beam background the position of the z vertex,

de�ned by at least one forward or one central track, is required to be less

than 30 cm from the nominal interaction point, taken to be +70 cm for the

shifted vertex data sample and -0.5 cm for the 1996 data.

� The time, � , relative to the bunch crossing time t

0

, at which the electron de-

posits its energy in the SPACAL is required to fall between 12 < � < 18 ns.

This cut removes proton beam related background.

� The sum

P

i

(E

i

� P

zi

) which, if no particles escape into the SPACAL

beam-pipe, and in the absence of any QED initial state radiation (ISR)

should be twice the electron beam energy, was required to be in the range

45GeV < �

i

(E

i

� P

zi

) < 75GeV. This variable is a good discrim-

inator against photoproduction background events (see Fig. 4.3b) as the

scattered lepton escapes detection in photoproduction events. This will

reduce

P

i

(E

i

� P

zi

) by twice the scattered lepton energy.

The value of �

e

measured using the BDC is used in preference to that obtained

using only the SPACAL cluster barycentre. This is because the BDC has a better

spatial resolution than the SPACAL.
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Figure 4.3: DIS (DJANGO) and  � p (PHOJET) comparisons of candidate electron

energy (top left), �E�P

z

(top right), transverse cluster size(bottom left) and hadronic

energy behind the scattered electron candidate (bottom right). The cuts applied to

remove  � p background are indicated by the arrows.

In order to produce results that are de�ned purely in terms of Lorentz invari-

ant kinematic variables and to enable comparisons with photoproduction data

where the scattered electron is detected in the electron tagger, the selection was

restricted to the following region of phase space.

� 0:3 < y

e

< 0:6

� 0:65 < Q

2

e

< 50GeV

2

Here, the subscript e indicates that the scattered electron was used to de�ne

these quantities. The lower Q

2

limit of 0.65GeV

2

was chosen to ensure hermetic

detector coverage. No extrapolation to regions beyond the detector acceptance

was performed as this would introduce a large dependence on the MC model used

to correct the data.
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A Monte Carlo study shown in �gure 4.4 concluded that after the above cuts

had been applied, the photoproduction background, which has a large resolved

photon component and hence could have a large e�ect on the measurement, was

less than 3% in all bins presented.

Figure 4.5 shows the distribution of events in the Q

2

and x plane after the

above selection cuts.

4.4.1 P

T

Balance in the Laboratory Frame

At HERA, neglecting the small transverse momentum of the incoming particles,

the vector sum of transverse momentum before the collision is zero. Neglecting

particles lost in the forward and backward beampipes after the collision, conserva-

tion of momentum then requires that the transverse momentum of the scattered

lepton (P

e

T

) be balanced by the transverse component of the vector sum of the

hadronic momenta (P

had

T

).

The ratio of P

had

T

to P

e

T

provides a useful measure of the accuracy of the LAr

energy scale. P

e

T

relies on the well determined electromagnetic energy scale of the

SPACAL. The good agreement between data and Monte Carlo for the SPACAL

has been demonstrated in �gure 4.4. Any di�erence in the ratio P

had

T

to P

e

T

therefore originates from the uncertainty in the Monte Carlo description of the

LAr hadronic energy scale.

Figure 4.6 shows the ratio P

had

T

to P

e

T

for events containing at least one jet

with transverse energy E

�

T

> 5GeV in the kinematic range Q

2

e

> 1:6 GeV

2

and

0:1 < y

e

< 0:6. P

had

T

is calculated from calorimeter clusters. The broadness of the

distribution is caused by events in which P

e

T

is small . The data-MC agreement

implies that the energy scale of the Liquid Argon calorimeter is well described.

4.5 Jet Selection

After the cuts outlined above were applied, a jet �nding algorithm was applied

to the remaining events.

Jet �nding was performed using the k

T

clustering algorithm discussed in sec-
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Figure 4.4: The reconstructed quantities: scattered electron energy (a), electron scat-

tering angle (b), z vertex distribution (c) and Q

2

(d) for 1995 shifted vertex data

before jet and kinematic cuts have been applied. The data are compared to PHOJET

(hatched histogram), used to estimate the photoproduction background, and the sum

of PHOJET and DJANGO (solid line)
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tion 2.5. Jets were reconstructed in the 

�

p frame. This is de�ned as the frame

in which the proton and the photon have equal and opposite momentum. This

is the frame recommended in the k

T

algorithm prescription for events that have

the possibility of containing two remnants [27]. The momentum of the scattered

electron 4-vector was used to de�ne the boost vector to the 

�

p frame.

To ensure that the jet cross-section measurements are in a region of phase

space where pQCD calculations are accurate and to ensure that the jets lie within

the acceptance of the detector the following selection criteria is applied:-

� Transverse jet energy E

�

T

> 4GeV.

� Pseudorapidity in the range -2.5 < �

�

jet

< -0.5, with positive �

�

jet

corre-

sponding to the proton direction.

4.5.1 Jet Characteristics

The transverse energy ow around the jet axis in a slice of j�

cluster

��

jet

j is shown

in �gure 4.7 versus the distance in � from the jet axis �� = �

cluster

� �

jet

. A

good description of the energy ow uncorrelated with the jet (the jet pedestal)
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is important because it will directly e�ect the jet cross sections predicted by the

Monte Carlo.

In HERWIG there is the possibility of adjusting the amount of energy ow

that is uncorrelated with the jets. This is called the Soft Underlying Event

(SUE). One possible reason for an increase in energy ow could be additional

interactions between the spectator partons in resolved events. To investigate

this, the predictions of HERWIG with no SUE and with SUE in 15% of the

events have been studied.

If the evolution of the jet pedestal as a function of Q

2

is not well described

then it is unclear as to whether the change in the jet cross sections as a function

of Q

2

is due to the changing pedestal, or the Q

2

evolution of the photon PDFs.

Within statistical errors, HERWIG with no soft underlying event (SUE) gives an

adequate description of the jet pro�les for all values of Q

2

studied here and so for

the correction procedure no SUE is included in HERWIG.

To ensure that the reconstructed jets are behaving in a way that is expected

from QCD the jet pro�les in � were �tted by the function below, which was used

in reference [53] to parameterise the characteristics of the jet pro�le.

f(��) = � exp(�(

p

j��j+ b)

4

+ b

4

) + P (4.10)

Here, P represents the underlying event energy (pedestal) and �, the amplitude

of the jet pro�le. The full width at half maximum above the pedestal is then

� = 2((ln 2 + b

4

)

1

4

� b)

2

(4.11)

The jet width (�), the pedestal height P and the amplitude of the jet pro�le �

are shown as a function of E

�

T

in �gure 4.8. Perturbative QCD predicts that the

jet width decreases with increasing transverse jet energy. Figure 4.8 a shows that

the jets measured in this thesis obey this law.

4.6 Acceptance Correction

In order to measure the true cross section for jet production and to allow com-

parisons with QCD predictions, the measured H1 data need to be corrected to

remove the e�ects of detector ine�ciencies and smearing. The data are corrected
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back to the hadron level, this is de�ned as the distributions obtained from Monte

Carlo generators after hadronisation of the outgoing partons. To compare directly

with pQCD calculations the data would have to be corrected back to the parton

level, but this would introduce a strong dependence of the measurements on the

particular fragmentation and hadronisation model used for the correction. To

avoid this the data are only corrected to the hadron level and pQCD predictions

are then compared to the data with the help of a Monte Carlo generator.

The binning was chosen to ensure that all bins had su�cient number of events

and to keep the migration of events from one bin to another to less than 60%.

The di�erential cross sections d�

ep

=dE

�

T

and d�

ep

=d�

�

were determined ac-

cording to the following expressions.
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where

� N

obs

is the number of observed data events in a given bin that pass the

selection cuts (section 4.4).

� L

norm

is the corrected integrated luminosity of the data.

� "

trigger

is the e�ciency of the trigger used to select DIS events containing

jets. This can be directly determined from the data as there are other

uncorrelated triggers used to select DIS events.
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� Purity is de�ned as the fraction of measured events that originated in the

bin in which they were measured; a low purity implies that a large fraction of

the measured data in that bin came from migrations of events originating

from outside the bin. Purity is estimated using a MC according to the

formula below.

Purity(i) =

N

i

gen and rec

N

i

total rec

(4.14)

Here N

gen

(i) is the number of events generated in bin i and N

gen and rec

(i)

is the number of events measured in bin i that originated from the same

bin.

� The E�ciency, �

i

, is de�ned as the fraction of events that stay in the same

bin after reconstruction by the detector.

�

i

is estimated using MC events, as the number of events generated and

reconstructed in a particular bin, divided by the total number of events

generated in that bin.

�

i

=

N

i

gen and rec

N

i

gen

(4.15)

The acceptance correction is de�ned as

C

i

f

=

N

i

gen

N

i

rec

=

Purity(i)

�

i

where N

i

gen

refers to the MC bin content before detector e�ects and N

i

rec

corre-

sponds to the bin content after reconstruction by the detector. The data are then

corrected by multiplying the content of bin i by C

i

f

.

The acceptance correction is performed using Monte Carlo events that have

been generated in the same kinematic region as the data and have undergone

a full simulation of the H1 detector based on the GEANT program [34]. Two

Monte Carlo models were used for the correction procedure, both having passed

through the simulation of the H1 detector.

DIS events are modelled using DJANGO. The shifted vertex DJANGO sample

corresponds to a luminosity of 218 nb

�1

and the nominal vertex sample to a

luminosity of 1400 nb

�1

.
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HERWIG 5.9 was used to simulate both direct and resolved DIS events. For

the resolved photon contribution, the evolution of the photon PDFs uses the

Drees-Godbole parameterisation of virtual photon structure (see section 2). The

parameter ! was set to 1 GeV

2

. The factorisation and renormalisation scales

were set equal to the transverse momentum of the partons involved in the hard

scattering with a cuto� set to P

min

T

= 1.5 GeV. The integrated luminositues

of the shifted vertex direct and resolved HERWIG sample are 329.04 nb

�1

and

130.61 nb

�1

respectively. For the 1996 HERWIG simulation the luminosity was

5204.5 nb

�1

for the direct sample and 348.96 nb

�1

for the resolved.

The photoproduction background was modelled using a sample of events gen-

erated by PHOJET 1.03 [37]. Events were generated up to a maximum Q

2

of

0.001 GeV

2

. The sample corresponds to �300 nb

�1

. To reduce computer time,

events were analysed before undergoing the full simulation of the detector and

only events liable to fake a DIS signal were simulated.

The correction factors used to correct the data are determined using the HER-

WIG Monte Carlo sample which gives a good description of the uncorrected jet

E

�

T

(Fig. 4.9) and �

�

jet

(Fig. 4.14) distributions.

4.6.1 Sources of Systematic Uncertainty

In addition to the statistical errors on the measurement there are systematic

uncertainties that can inuence the results obtained, and whose e�ects need to

be included in the error of the measurement. The complexity of the detector

means that analytical error propagation techniques would be too di�cult so the

relevant parameters for which there is some uncertainty are adjusted in turn and

the whole analysis procedure is repeated. The results of the new analysis are then

compared with the original measurement and any di�erence is considered to be

a contribution to the systematic error.

� Electromagnetic energy scale uncertainty of the SPACAL.

The uncertainty in the calibration of the EM energy scale of the SPACAL

varies linearly from 3% at 8 GeV to 1% at 27.5 GeV [22]. This can a�ect the

results in two ways. The energy of the electron enters into the determination

of the kinematic variables, and is used to calculate the Lorentz boost to
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transform objects from the laboratory to the 

�

p frame.

The e�ect of the energy scale uncertainty was estimated by varying the EM

energy scale of the SPACAL by �2% and repeating the analysis with the

new electron energy.

� Uncertainty in the scattered electron angle.

The uncertainty in the alignment of the BDC leads to an uncertainty in the

measured �

e

. The angle �

e

enters into both the estimators of the kinematics

for the event and the boost to the 

�

p frame.

The electron angle was varied by �2mrad to estimate the possible e�ects

on the measurements due to the angle uncertainty.

� The LAr hadronic energy scale calibration uncertainty.

The transverse energies of the particles comprising a jet will be a�ected by

the calibration of the LAr hadronic energy scale. This will then lead to

uncertainties in the transverse energies of the jets.

To evaluate the e�ect this will have on the �nal result, the energies of all

the hadronic clusters that had the majority of their energy deposited in the

LAr calorimeter was varied by �4% .

� Uncertainty in the hadronic energy scale of the SPACAL.

The potential miscalibration of the hadronic energy scale of 7% needs to be

taken into account. Jets going in the backward direction can deposit large

amounts of energy into the hadronic section of the SPACAL.

The �(E�P

z

) measurement is especially sensitive to the calibration of the

SPACAL energy scale. Any error on the energy of a particle (�E) will a�ect

the �E � P

z

measurement by � 2�E.

� Statistical errors on the MC model used to correct the data. Due to limited

Monte Carlo statistics the correction factors are not known exactly. An

error needs to be assigned to quantify this lack of knowledge.

� Model dependence of the correction factors. If the data are corrected with a

model then biases can be introduced. By correcting the data with a di�erent

MC model and then including the di�erence between the two models as a

systematic error these biases can be estimated.

See appendix A for a more detailed account of how the errors were evaluated.
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After all the errors have been evaluated they were added in quadrature (they

are assumed to be independent). Positive and negative contributions to the er-

rors were added together in quadrature separately. This was done because some

systematic errors, like the model dependence, have very asymmetric errors.

The Monte Carlo (HERWIG) used to calculate the acceptance does not in-

clude initial (ISR) and �nal (FSR) state QED radiation. The e�ect of radiative

corrections was studied using the HERACLES program which includes complete

�rst order radiative QED processes. To estimate the e�ects of radiative cor-

rections, the cross section for jet production was calculated with both radiative

e�ects turned on and o�. The percentage di�erence was then calculated.

C

rad

F

=

�

jet

non�radiative

�

jet

radiative

(4.16)

The only Monte Carlo available that has passed through the detector simu-

lation is a purely inclusive DJANGO �le. There are too few events to allow a

useful determination of the e�ects of ISR and FSR, so instead these e�ects were

calculated at the hadron level where it is more e�cient to generate events.

In order to simulate the H1 detector, photons within 5 degrees of the scattered

electron are merged with the electron, this is a good approximation of a what

would happen in a SPACAL calorimeter cell [43].

Generated hadrons that would fall outside the detector acceptance (�

lab

>

178:5

�

or �

lab

< 1

�

) are ignored to simulate the e�ects of the H1 detector. This

means photons emitted collinearly with the incoming lepton will not be included

when recalculating the kinematics of the event. For the radiative Monte Carlo

the kinematics and also the boost vector are recalculated after ISR and FSR. The

cross section is then evaluated for two �les, one including radiative events and

the other not.

The e�ect is 15-25% for jets with E

�

T

of 4GeV and decreases with increasing

E

�

T

becoming negligible for E

�

T

> 7GeV. The results presented in this chapter

have not been corrected for radiative e�ects. The di�erences in the measurement

when including radiative e�ects have been included in the systematic errors.
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4.7 Measurement of the Inclusive Jet E

�

T

Spec-

tra

The inclusive jet E

�

T

spectra are expected to be sensitive to the presence of re-

solved processes. The cross section for jet production in resolved events is ex-

pected to fall more rapidly with increasing E

�

T

than for direct interactions. There

are two reasons for this :-

1. If only a fraction of the photon's momentum enters the collision (x



< 1)

then the energy available for jet production, ŝ, and therefore the maximum trans-

verse energy of the jets (E

max

T

) will be reduced compared to a direct (x



= 1)

interaction.

This can be seen in equation 4.17

^

E

T

=

p

x

p

x



ys

ep

2

sin �

�

(4.17)

Here x

p

is the fraction of the proton's momentum involved in the hard collision,

x



is the fractions of the photon's momentum involved in the collision and �

�

is

the scattering angle of the jets in the centre of mass frame of reference.

2. The dominant contribution to jet production over a wide range of E

jet

T

in

the case of resolved interactions involves the exchange of a spin 1 particle (gluon)

whereas direct processes involve the exchange of a spin

1

2

quark. The matrix

elements for spin 1 propagators are proportional to (1 � cos �

�

)

�2

or 1=E

4

T

. The

QCD matrix elements for spin

1

2

propagators follow a (1 � cos �

�

)

�1

or 1=E

2

T

behaviour.

Hence, both the shape and the magnitude of the E

�

T

cross section should

be sensitive to the presence of resolved processes. Resolved processes should be

concentrated more at low E

�

T

and low Q

2

. This behaviour is shown in �gure 4.9

in which the observed jet E

�

T

distribution is shown, and a comparison is made

with the predictions of the HERWIG and DJANGO models. Both models have

passed through a full simulation of the H1 detector.

The solid curve (HERWIG) is a model containing resolved and direct pro-

cesses, the dashed curve (DJANGO) is a model of direct only processes. In the

region of low Q

2

where resolved processes are expected, the model containing
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resolved contributions to the cross section falls more rapidly with increasing E

�

T

than the direct model and is consistent with the measured H1 data.
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Figure 4.9: The observed E

�

T

distribution of jets in the data compared to HERWIG and

DJANGO, used to correct the data. Both models have passed through a full simulation

of the H1 detector.

To study the migrations between the chosen bins, the E

�

T

dependence of the

purities of the d�

ep

=dE

�

T

distributions for these Q

2

regions are shown in �g-

ure 4.10, as determined using the HERWIG DG and RAPGAP models with

a full simulation of the H1 detector. The purity is approximately constant with

Q

2

but exhibits a rise with E

�

T

. At low E

�

T

it is approximately 0.3 and rises to

0.6 for values of E

�

T

> 10GeV. There is no signi�cant model dependence in these

quantities. Similarly, the E

�

T

dependence of the e�ciency is shown in �gure 4.11.
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Figure 4.10: Purity (de�ned in equation 4.14) as a function of E

�

T

evaluated using the

HERWIG Monte Carlo (�lled circles) and DJANGO (open squares).

Again there is no signi�cant Q

2

dependence. The e�ciency is typically 0.2 in the

lowest E

�

T

region and slowly rises to 0.6 for E

�

T

> 10GeV. Again, both models

predict the same magnitude and shape of these distributions.

As can be seen earlier in �gures 4.9 and 4.4, both DJANGO and HERWIG-DG

provide an excellent description of the resolutions and e�ciencies of all important

quantities related to the jet and DIS event selections. These can therefore be used

to verify that the regions of phase space chosen are not subject to large migration

e�ects or low e�ciency.

The correction factors in these E

�

T

and Q

2

bins are shown in �gure 4.12.

Within the statistical precision of the MC models there is no dependence on E

�

T

and Q

2

. Furthermore, the correction factors determined with the two models are

statistically compatible.

The corrected d�

ep

=dE

�

T

measurements are shown in �gure 4.13, and the val-

ues are listed in table C.1. The data are compared to two QCD motivated models,

HERWIG direct and HERWIG DG. The data compares well to the HERWIG DG

model, which includes a resolved component to the virtual photon.
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The HERWIG direct contribution (dashed line) accounts for an increasing

fraction of the cross section as Q

2

increases, but, especially in the low Q

2

bins is

not su�cient to describe the measured cross section alone.

4.8 Measurement of the Inclusive Jet d�

ep

=d�

�

Cross

Section

The inclusive jet cross sections d�

ep

=d�

�

is expected to be sensitive to the nature

of the photon-proton interaction. Resolved interactions are expected to generate

a di�erent jet pseudorapidity distribution than direct events, since, for resolved

processes, the parton from the photon involved in the hard collision has only a

fraction (x



) of the photon's initial momentum. As a consequence of this, the

di-parton centre-of-mass system will be boosted more in the incoming protons

direction (forward) than it would be for a direct interaction.

For direct interactions, the full momentum of the photon is involved in the

collision with a parton from the proton so the di-parton centre of mass system
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Figure 4.11: E�ciency (de�ned in equation 4.15) as a function of E

�

T

calculated using

HERWIG (�lled circles) and DJANGO (open squares).
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Figure 4.12: Correction factors as a function of E

�

T

obtained from HERWIG (�lled

circles) and DJANGO (open squares).

boost is usually smaller, and the jets will have a tendency to be distributed in

the central rapidity region.

Shown in �gure 4.14 are the measured H1 data compared to the two Monte

Carlo models used to correct the data. The HERWIG prediction is in good

agreement with the observed �

�

distribution whilst the DJANGO prediction tends

to overestimate the observed distribution in the lower Q

2

bins but gives good

agreement in the higher Q

2

bins.

Shown in �gure 4.15 is the purity as a function of �

�

estimated using DJANGO

and HERWIG. There is no dependence of the purity on Q

2

or �

�

. The e�eciency

as a function of �

�

is shown in �gure 4.16. The e�eiciency is at as a function

of �

�

and Q

2

. The average e�ciency is 35% and it never falls below 20% in the

measured regions.

The correction factors are shown in �gure 4.17 as a function of �

�

Figure 4.18 shows the inclusive ep jet cross section d�

ep

=d�

�

for jets with
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and 0:3 < y < 0:6. The inner error bars indicate the statistical errors, the total error

bars show the quadratic sum of the statistical and systematic errors. Not shown is

the error from the uncertainty in the luminosity determination which leads to a 3%

normalisation error for the data with 0:65 < Q
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< 20GeV

2

and a 2% normalisation

error elsewhere. The data are compared to the HERWIG DG model (solid line) and to

the direct contribution to this model (dashed line).
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Figure 4.17: Correction factors as a function of �

�

jet

obtained using HERWIG (�lled

circles) and DJANGO (open squares).

E

�

T

> 5GeV in the kinematic region, 0:65 <Q

2

< 50GeV

2

and 0:3 < y < 0:6

compared to two QCD motivated models, HERWIG direct and HERWIG DG.

The data compare well to the HERWIG DG model, which includes a resolved

component to the virtual photon. The relative contribution from resolved photon

processes increases towards the proton direction (+�

�

).

A model that treats the virtual photon as a purely point-like object underes-

timates the measured d�

ep

=d�

�

jet cross section particularly in the lowest three

Q

2

bins shown. As the photon's virtuality approaches the transverse energy of

the jets, the data are in agreement with the HERWIG direct prediction which

treats the photon as point-like.

4.9 Total Inclusive Jet Cross Section as a Func-

tion of Q

2

In order to study the Q

2

dependence of the cross sections, the Q

2

dependence of

the ux of photon's from the electron, F

je

, is factored out using the Weizsacker-
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Figure 4.18: The di�erential jet cross-section d�

ep

=d�

�

for jets with E

�

T

> 5GeV and

0:3 < y < 0:6. The inner error bars indicate the statistical errors, the total error

bars show the quadratic sum of the statistical and systematic errors. Not shown is

the error from the uncertainty in the luminosity determination which leads to a 3%

normalisation error for the data with 0:65 < Q

2

< 20GeV

2

and a 2% normalisation

error elsewhere. The data are compared to the HERWIG DG model (solid line) and to

the direct contribution to this model (dashed line).
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Williams approximation [17]. This converts an ep cross section into a 

�

p cross

section using the relationship :-

�



�

p!jet+X

=

�

ep!e+jet+X

F

je

(4.18)

where F

je

is given by

F

je

=

Z

y

max

y

min

dy

Z

Q

2

max

Q

2

min

dQ

2

f

je

(y;Q

2

) (4.19)

with

f

je

(y;Q

2

) =

�

2�Q

2

�

1 + (1� y)

2

y

�

2(1 � y)

y

Q

2

min

Q

2

�

(4.20)

The ux is integrated over 0:3 < y < 0:6 and Q

2

max

and Q

2

min

are the upper and

lower edges of the Q

2

range.

This remains a reasonable approximation [14] at non-zero Q

2

so long as there

is a scale harder than Q

2

(�

2

� Q

2

) present in the event, as is the case for jet

production with su�ciently high E

�

T

.

This is true for the majority of the data presented in this chapter, but in some

bins of E

�

T

and Q

2

the condition E

�

T

� Q

2

is not satis�ed. The results are still

presented as 

�

p cross sections and the values for the ux factors are presented

in table 4.1 so that the ep cross sections can be obtained easily.

The cross section �



�

p

is shown in �gure 4.19 as a function of Q

2

at �xed jet

E

�

T

. The measured data are compared to two MC models incorporating virtual

photon structure. HERWIG includes the Drees Godbole parameterisation of vir-

tual photon structure whilst RAPGAP uses the SaS-2D parton densities of the

virtual photon. Also shown are the predictions of HERWIG when no suppression

of photon structure with increasing Q

2

is included (dot-dashed line). The result-

ing cross sections are at as a function of Q

2

in contrast with the data which

show a steep Q

2

dependence. The jet cross sections shown in �gure 4.19 are

largest in the low Q

2

region and are suppressed as Q

2

increases. This behaviour

is consistent with the photon possesing partonic structure that is suppressed as

Q

2

increases, as predicted by the two models which give good agreement to the

data.
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Figure 4.19: The inclusive 

�

p cross section �(Q

2

). The data are compared to the

HERWIG DG model (solid line) and to LEPTO (dashed line).
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Q

2

(GeV

2

) Flux factor

< 10

�2

1:16 � 10

�2

0:65 < Q

2

< 1:2 6:56 � 10

�4

1:2 < Q

2

< 2:6 8:27 � 10

�4

2:6 < Q

2

< 4 4:61 � 10

�4

4 < Q

2

< 9 8:68 � 10

�4

9 < Q

2

< 20 8:54 � 10

�4

20 < Q

2

< 25 2:39 � 10

�4

25 < Q

2

< 35 3:60 � 10

�4

35 < Q

2

< 50 3:81 � 10

�4

Table 4.1: The ux factors used to convert ep to 

�

p jet cross-sections (see equa-

tion 4.19).

The same data are shown in �gure 4.20 compared to two di�erent MC pre-

dictions that treat the photon as a point-like object. Both DIS models give a

good description of the data in the three highest Q

2

bins. Neither model can give

an adequate description of the data in the region where E

2

T

� Q

2

. Reasonable

agreement is obtained when comparing the data to ARIADNE, with the excep-

tion of the low Q

2

or the high E

�

T

regions where a poor description of the data is

obtained.

4.10 A Study of the Photon Remnant

The k

T

algorithm used in p�p mode assigns particles to a photon as well as to a

proton remnant. The fraction of the incident photon's energy reconstructed in

the remnant is given by

f =

�E

�

i

E

�



(4.21)

Here, the summation is over the energies of all particles assigned to the photon

remnant by the k

T

algorithm and E

�



is the energy of the photon in the 

�

p frame

calculated from the four-momenta of the incoming and scattered electron.

If the virtual photon interacts directly with the proton it will impart all of

its momentum to the struck quark in the proton. If the virtual photon interacts
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Figure 4.20: The inclusive 

�

p cross section �(Q

2

). The inner error bars denote the

statistical errors and the outer error bars the statistical and systematic errors added in

quadrature. The data are compared to two di�erent DIS models, LEPTO (solid line)

and ARIADNE (dashed line).
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as a resolved object, then the interacting parton from the photon will carry a

fraction x



of the photon's momentum, leaving a remnant carrying the remaining

momentum fraction, (1-x



).

Figure 4.21 shows the uncorrected distribution of f as a function of Q

2

for

events with at least one jet with E

�

T

> 5GeV. AtQ

2

= 0, where resolved processes

dominate, approximately half of the initial photon's momentum is reconstructed

as a remnant jet. As Q

2

increases the distribution becomes more concentrated

towards lower f values. In the highest Q

2

bin where the photon is expected to

have no discernible structure and hence no remnant, f is concentrated at zero.

Two QCD based models, LEPTO and HERWIG DG, are also shown compared

to the data. Both the Monte Carlo predictions are shown after the simulation

of the e�ects of the H1 detector. The distribution from LEPTO (dashed line) is

peaked at zero for all bins of Q

2

as expected from a Monte Carlo that incorporates

only direct interactions. The distribution from HERWIG DG is peaked at 0.5 in

the lowest Q

2

bin and shows an evolution to lower values of f as Q

2

increases,

consistent with that of the measured data.

4.11 Conclusions

In this chapter the measurement of the single inclusive jet cross sections d�

ep

=d�

�

and d�

ep

=dE

�

T

has been described for events in the kinematic region 0:3 < y < 0:6

and 0:65 < Q

2

< 50GeV

2

containing at least one jet with E

�

T

> 5GeV in

the region of pseudorapidity �2:5 < �

�

< �0:5. The cross sections have been

compared to DIS models in which the photon is treated as a point-like object and

also to models where the photon is treated as having both point-like and partonic

qualities.

In the region where E

2

T

� Q

2

, models incorporating partonic structure to

the virtual photon accurately describe the cross sections measured in this thesis,

those without such structure do not.

The Q

2

evolution of the single inclusive jet cross sections has also been mea-

sured. This shows a rise of the jet cross sections at low Q

2

that is correctly

predicted by models including a partonic structure of the virtual photon that is
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Figure 4.21: The uncorrected distribution of the observed fraction of the initial pho-

ton's momentum that is reconstructed as a remnant jet (f) for events containing at

least one jet with E

�

T

> 5GeV and �2:5 < �

�

jet

< �0:5 The data are compared to the

HERWIG DG model (solid line) and to LEPTO (dashed line) after detector simulation.
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logarithmically suppressed with increasing Q

2

. The model that gives the best

description of the data is RAPGAP, which uses the SaS-2D parameterisation of

the structure of the photon.

Using the k

T

clustering algorithm, the fraction of the incident photon's energy

reconstructed in the incident photon direction has been measured. In the region

where Q

2

> E

�

T

2

the fraction is peaked at zero, consistent with the picture of a

point-like photon probing the structure of the proton. In the region E

2

T

� Q

2

,

however, the fraction is peaked at values greater than zero and supports the

picture of a photon that includes a partonic component that is suppressed with

Q

2

.



Chapter 5

A Measurement of Inclusive

Dijet Cross Sections

5.1 Introduction

With the increased luminosity of 1996

1

it is possible to accurately measure the

rate of events in which there are two high E

�

T

jets present. Using the larger sample

of data collected in 1996 also enables a measurement of jet production in a larger

kinematic range than was possible with the 1995 shifted vertex data.

During the 1995 and 1996 data taking periods a study of the insert region of

the SPACAL calorimeter (detailed in section 5.2) was performed to improve the

precision of the electron position measurement down to lower distances from the

beampipe. This meant that is was possible to measure jet cross sections down

to Q

2

values of approximately 1.6GeV

2

using data taken at the nominal vertex

position with good acceptance.

Using the data collected in 1996, the cross section d�=d

�

�

�

is measured. Here,

�

�

�

is the average pseudo-rapidity of the two highest transverse energy jets in the

interaction. The procedure for extracting the cross section and a discussion of

the results is presented in section 5.3. This is followed by a measurement of the

ratio �(res)=�(dir), where �(res) is the cross section for interactions where the

photon participates as a partonic object and �(dir) the cross section for direct

interactions.

1

HERA produced 8 pb

�1

in 1996 of which H1 collected 6 pb

�1

.

88
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5.2 Improvements to SPACAL Position Estima-

tors

5.2.1 Improvements to the cluster radius estimator.

To reduce the background from non-DIS interactions, a cut is made on both the

longitudinal and transverse cluster dimensions of the scattered electron candidate

as detailed in section 4.4. A study of the existing estimators for the transverse

dimensions and position is shown in this section as are improvements to these

estimators.

The estimator of the transverse size of a cluster for the 1995 data sample was

based on the linear weighted method. This uses an energy weighted sum of the

distances R

i

between the cluster barycentre and the cells belonging to the cluster.

R

clus

=

i=1

X

N

R

i

w

i

w

i

=

E

i

E

clus

(5.1)

Here, the summation is over all cells that contribute to the cluster. E

clus

cor-

responds to the energy of the cluster, E

i

to the energy of the clusters constituent

cell i, and R

i

to the distance of cell i from the cluster barycentre.

Using the estimator given in equation 5.1 results in a strong dependence of the

cluster radius on the impact position of the scattered lepton. This dependence

is shown in �gure 5.1 (left) and arises because the transverse size of the electro-

magnetic shower caused by the incident lepton is smaller than the SPACAL cell

size. Figure 5.1 (left) shows that the linear cluster radius estimator has max-

ima (minima) at 12, 16, 20 (10, 14, 18) cm. These positions correspond to the

edge (centre) of the SPACAL cells. The linear estimator e�ectively measures the

transverse cluster size to be that from the impact point of the scattered lepton

to the centre of the cell containing the most energy.

An alternative method of estimating the transverse size of the cluster that

su�ers less from the problems outlined above involves making the cluster size

larger than the cell size. This can be achieved by giving more weight to the lower

energy components of the cluster by using a logarithmic weighting of cluster
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Figure 5.1: Linear (left) and logarithmic cluster radius estimators as a function of

R

box

= max(jx

cl

j; jy

cl

j), where x

cl

and y

cl

are the x and y positions of the cluster,

respectively.

energies instead of the above linear weighting.

w

i

=

W

i

P

N

j=1

W

i

W

i

= max(0; w

cut

+ ln

E

i

E

clus

) (5.2)

where E

clus

corresponds to the energy of the cluster. The parameter w

cut

acts

as a minimum cell energy cut; larger values of w

cut

result in lower energy cells

being included in the clustering procedure thereby increasing the cluster radius.

A w

cut

of 4.95 was chosen for the data corresponding to a cut on cell energies of

approximately 150 MeV, well above the noise level of 25MeV for an individual

SPACAL cell. Using a value for w

cut

of 4.95 produces cluster radii larger than the

SPACAL cell size without including cells containing excessive electronic noise.

Figure 5.1 (right) shows the logarithmic transverse cluster size estimator using

the same data set as 5.1 (left). The e�ect of using the logarithmic approach is to

increase the cluster radius and to reduce the dependence on the incident particles

position within a cell. Tighter cuts can be placed on the cluster radius allowing

better discrimination between hadronic and electromagnetic clusters. Figure 5.2

shows the cluster radius distributions for data (points), photoproduction back-

ground estimated using the PHOJET Monte Carlo (hatched histogram), and the

sum of the photoproduction background and a DIS Monte Carlo (solid line).

Using a logarithmic cluster radius estimator improves the signal to background

discrimination compared to using a linear weighting of cell energies. Figure 5.2
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shows that events with a cluster radius of above 6 cm arise almost exclusively

from photoproduction background. A cluster transverse radius cut R

clus

< 6 cm

gives a high e�ciency for selecting deep-inelastic scattering events with good

background rejection.
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Figure 5.2: The cluster radius estimator using a logarithmic weighting of cell energies.

The cluster radius distribution is shown for 1996 data (solid points) in the kinematic

region 1.6 < Q

2

< 100GeV

2

and 0.3< y < 0:6. A comparison is made to PHOJET

(hatched histogram) and the sum of PHOJET and RAPGAP (solid line).

5.2.2 Study of the SPACAL Insert Region

In order to be able to measure down to low Q

2

values, the scattered lepton needs

to be detected down to very small angles. Using shifted vertex data meant that

low angles could be reached with good acceptance. Using nominal vertex data

down to such low Q

2

values requires a study of the region close to the beampipe

in order to ensure accurate reconstruction of the kinematics. The region of the

SPACAL close to the beampipe is shown in �gure 5.3.

The angular measurement of the scattered lepton is made using the BDC. The

high track multiplicity present requires the SPACAL to reconstruct the electron

impact point with as high a precision as possible. This impact point is then used

by the BDC to avoid false tracks. Incorrect cluster position estimation results in
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both incorrect cluster-track linking and in an increased track-cluster separation

(a cut is placed at 2.5cm in the analysis) which will lead to a lowering of the

e�ciency of the SPACAL/BDC track linking requirement.

Shown in �gure 5.4 (left) is the di�erence between the cluster radial position

and the true radial position of the scattered lepton (as predicted by DJANGO

6.0) as a function of the radial distance from the beampipe. For distances less

than 15 cm from the beampipe, the reconstructed cluster barycentre is system-

atically shifted outwards, the e�ect becoming more pronounced as the cluster is

reconstructed closer to the beampipe.

With reference to �gure 5.3, it can be seen that there are two contributions

to the outward shift of the reconstructed cluster barycentre. Firstly, as the insert

cells are smaller than the normal SPACAL cells, less energy is deposited in the

cell thereby reducing the weight of the insert cells. Secondly the centres of the

insert cells (shown as crosses in �gure 5.3) are shifted outwards resulting in a

further outward bias in the position measurement.

A solution for the �rst of these contributions is to rescale the energies of cells

in the insert region by the reciprocal of the ratio of the cross-sectional areas of

the insert cells compared to the standard cells. This compensates for leakage due

to the reduced cell sizes in the insert region. The veto layers could also be used

to add further information to the reconstruction but this has not been done as

there is as yet no adequate simulation of the veto layers [32].

The second e�ect can be reduced by altering the coordinates of the insert cells

to minimise �R =

p

((x

gen

� x

clus

)

2

+ (y

gen

� y

clus

)

2

). Adjusting the insert cell

coordinates (shown as circles in �gure 5.3) will only a�ect impact positions close

to the beam pipe and so will not bias the estimate of the leptons impact position

away from the central region of the SPACAL.

Figure 5.4 shows the di�erence between the reconstructed radial position of the

incident lepton and the true position as given by DJANGO 6.0 for the standard

H1 lepton �nder before (left) and after (right) applying the above improvements.

The e�ect of these is to improve the spatial accuracy of the cluster barycentre

reconstruction in the SPACAL region close to the beampipe. This region corre-

sponds to small Q

2

. The same e�ect is observed in data. Shown in �gure 5.5

is the same plot as in �gure 5.4 but replacing the Monte Carlo radial position



93

with the extrapolated BDC impact position. The discrepancy is still noticeable

but is reduced as the correct BDC track depends on the cluster barycentre. The

improvement using the new reconstruction method can still clearly be seen.

5.3 Event Selection

The procedure used to select the DIS events used in the di-jet analysis is similar to

that descibed in the previous chapter. Therefore, only the di�erences are outlined

below.

5.3.1 Trigger Selection

Due to the increased luminosity of 1996 and the higher rate of collisions, more

stringent requirements need to be imposed at the level 1 triggering stage. For

the di-jet analysis, events are selected by the S2 trigger. The S2 trigger re-

quires the presence of an electromagnetic cluster exceeding a threshold energy in

the SPACAL, in conjunction with a track in the central tracker with transverse

momentum greater than 800MeV. Because of the larger background at small

distances from the beampipe the SPACAL energy threshold of 2.5GeV at large

radii is raised to 5.7GeV for clusters with centres of gravity less than 12 cm from

the centre of the beampipe. The event also has to have a well de�ned interaction

vertex and timing consistent with it being due to an ep collision. The e�ciency

of this trigger for selecting dijet events is shown in �gure 5.6 as a function of the

kinematic variables used in the analysis of d�=d

�

�

�

. These variables are de�ned

in section 5.4. The S2 e�ciency is high for all the Q

2

bins presented in this

chapter. The main source of ine�ciency arises from the z

vertex

requirement. The

lower e�ciency towards higher

�

�

�

values can be explained by the fact that the

e�ciency for reconstructing tracks is lower in that region.

To further increase the purity of the DIS sample the same cuts are applied as

for the 1995 data with the following alterations.

� The scattered electron must deposit an energy of more than 8GeV in the

calorimeter. This allows an increase in the y and Q

2

range used for the

analysis.
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Figure 5.3: The insert region of the SPACAL in the x� y plane.
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Figure 5.4: Old (left) and new (right) position estimator accuracy as given by

DJANGO 6.0, plotted against the radial distance from the centre of the beampipe.

At small radii where energy deposits in the insert region of the SPACAL become im-

portant there is a systematic outward shift in the reconstructed position. This e�ect

is reduced when including the improvements to the insert region outlined in the text.

The arrow represents the position of the radial cut used in the dijet analysis.
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Figure 5.5: Di�erence between the radial position given by the cluster barycentre and

that given by the BDC, plotted as a function of the distance from the beampipe as

estimated from the BDC for the old (left) and new (right) lepton �nder. The arrow

marks the radial cut used in the analysis of the dijet data.

� The scattered electron cluster barycentre must lie further than 8 cm from

the centre of the beampipe. This is lower than the cut used in the previous

chapter due to the improvement of the electron position estimator detailed

in section 5.2.

� The transverse radius of the SPACAL cluster, calculated using the loga-

rithmic weighting of cell energies described in section 5.2.2, is required to

be less than 6 cm.

As no comparison is made with photoproduction data the main constraints

on the y range are the resolution of the H1 detector and the photoproduction

background that will occur at high y. The following kinematic range is selected

for analysis :-

� 0:1 < y

e

< 0:7

� 1:6 < Q

2

e

< 100GeV

2
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Figure 5.6: E�ciency of the S2 trigger used to select dijet DIS events as a function of

the virtuality of the photon, the average transverse energy and average psuedo-rapidity

of the two highest E

�

T

jets.
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5.3.2 Jet Selection

Jets are selected using the longitudinally invariant version of the k

T

algorithm

described in section 2.5. An analysis by Spiekermann presented in [51] showed

that performing clustering over both calorimeter clusters and tracks, with each

track contributing a de�ned maximumtransverse energy, reduced the dependence

of the jet �nding e�ciency on pseudo-rapidity and compensated for energy losses

due to dead material. For the remainder of this thesis jet �nding is performed

using both calorimeter clusters and tracks, with each track contributing a max-

imum transverse energy (in the lab) of 350MeV. 350MeV is the cuto� which

results in the best description of energy ows, such as �E � P

z

.

Figure 5.7 shows the Monte Carlo Correction factors obtained with and with-

out including tracking information in the jet clustering procedure. Also shown on

the right of the plot (�gure 5.8) is the corrected jet cross section d�=d

�

�

�

obtained

using a subset of 1996 data with and without tracking information included in

the jet �nding. The correction factors are dramatically reduced, as is their de-

pendence on

�

�

�

, when tracking information is included. This is a result of the

increased e�ciency of selecting jets above a certain E

�

T

threshold when using

tracks. Including tracking information does not signi�cantly change the values

of the �nal physics cross section measurements. However, reducing the depen-

dence of the correction factors on both the transverse energy of the jet and the

jet pseudo-rapidity allows the error due to the LAr calorimeter energy scale un-

certainty to be reduced.

In leading order QCD, high E

�

T

jets should be produced with equal but op-

posite E

�

T

. Requiring that the di�erence in E

�

T

between the two highest E

�

T

jets divided by the sum of the E

�

T

be less than 0.25 reduces the probability of

a jet originating from a source other than the hard scattering such as the pro-

ton/photon remnant. The requirement that the transverse energies of the jets

are approximately balanced also limits the probability for hard �nal state QCD

radiation. This enables accurate comparisons between the MC predictions, which

are all calculated in leading order, and the data. The average transverse energy

of the two highest E

�

T

jets,

�

E

�

T

, is required to be greater than 5GeV. This limits

the measurement to a kinematic region where pQCD is accurate.
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Figure 5.7: Correction factors shown

as a function of the average jet pseudo-
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determined using HERWIG

with calorimeter information only (trian-

gles) and with tracking information in-

cluded (solid circles).
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Figure 5.8: The jet

�

�

�

distribution cor-

rected for detector e�ects using HERWIG

with (solid points) and without (triangles)

tracking information included in the jet

�nding.

These cuts are summarised in:

E

T

1

+ E

T

2

2

> 5GeV (5.3)

E

T

1

�E

T

2

E

T

1

+ E

T

2

< 0:25 (5.4)

To ensure the jets are well within the detector acceptance they must satisfy

the following requirements:-

�2:5 <

�

�

�

jet

< �0:4 (5.5)

j��

jets

j < 1:0 (5.6)

In leading order the high E

�

T

jets should be produced back to back in �. False

jets will tend to be distributed randomly in �. Requiring the jets to be back to

back in � therefore suppresses dijet events in which one of the jets was not from

the hard scattering process.

j��

jets

j > 150

�

(5.7)
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These cuts do not constrain the transverse energies of both jets to be the same

thus avoiding the infrared sensitive region E

1

T

= E

2

T

where next to leading order

perturbative QCD is not predictive [52].

Remaining photoproduction background was evaluated using PHOJET. The

MC sample used corresponds to an integrated luminosity of 519.2 nb

�1

. From

this sample no events survived the DIS, kinematic and jet cuts and the photo-

production background is therefore estimated to be negligible.

5.4 Inclusive d�=d

�

�

�

Dijet Cross Section

This section describes the measurement of the dijet cross-section d�=d

�

�

�

. This

variable was chosen because it is sensitive to the parton distributions in the proton

and photon. In order to limit the dependence of the cross-section to the parton

content of the proton and photon the following restrictions are imposed.

When the di�erence between the pseudo-rapidities of the two highest E

�

T

jets

(j��j) is limited to j��j < 1:0, �

�

, the angle between the jet-jet axis and the

beam axis is constrained to be close to 90

�

. This limits the variation of the cross

section with cos �

�

. Therefore, the shape of the

�

�

�

distribution results mainly

from the parton content of the photon and proton and is not due to the matrix

element variation. Applying the cut j��j < 1 also reduces the number of dijet

events in which the proton/photon remnant has been misidenti�ed as a jet whilst

also ensuring jets are well contained in the detector for the measured

�

�

�

bins.

The fraction of the photon's momentum involved in the interaction, x



, can

be reconstructed using the two highest E

�

T

jets as shown in equation 5.8.

x

rec



=

X

jet 1;2

E

1;2

T

e

��

�

1;2

P

i

(E � p

z

)

(5.8)

Here the summation in the denominator is over all particles in the event excluding

the scattered lepton. Rewriting equation 5.8 in terms of �� and

�

�

�

, and using

the fact that the two jets have approximately equal transverse energies, we have:-

x

rec



=

2

�

E

�

T

P

i

(E � P

z

)

e

�

�

�

�

cosh

��

2

: (5.9)
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Model name �

s

Proton PDF 

�

PDF P

min

T

(GeV)

HERWIG(HO)/DG 2-loop GRV-HO GRV-HO*DG 3

(�1:7) (! = 0:2GeV)

RAPGAP(HO)/SAS-2D 1-loop GRV-HO SAS-2D 3

Table 5.1: A Summary of the parameters of the two Monte Carlo models used to

correct the di-jet data.

When the cut j��j < 1:0 is imposed cosh(��

�

)! 1 (for the maximum allowed).

Equation 5.9 can then be approximated by :-

x

rec



=

E

jet

T

�

e

�

�

�

�

P

i

(E � P

z

)

(5.10)

The distribution of

�

�

�

can be seen to be directly related to the x



distribution.

The variable

�

�

�

was chosen as the variable to measure as it can be accurately

reconstructed whilst being sensitive to the underlying parton dynamics. In Fig-

ure 5.4.1 the resolutions of Q

2

,

�

�

�

,

�

E

�

T

and j�

1

� �

2

j obtained using RAPGAP

are shown. The �

2

values of the �t to the resolutions are large but the �ts give

a good qualitative description of the resolutions shown. Figure 5.4.1 shows the

resolutions given by the �t are all less than half the size of the bin widths chosen

for this analysis for the relevant variables. The bin widths chosen for this analysis

are all greater than twice the resolution in the relevant kinematic variable.

Both HERWIG and RAPGAP are used to correct the data. HERWIG uses the

DG parameterisation to model the resolved photon contribution. The luminosity

of the HERWIG sample used here corresponds to twice that of the data sample.

RAPGAP was generated using the SaS2D parton densities for the virtual photon

and corresponds to approximately three times the luminosity of the data. Both

simulations use the GRV-HO parton densities [15] for the proton. The comparison

of the HERWIG and RAPGAP predictions with the observed data is shown in

�gure 5.4.1. The properties of the two Monte Carlo simulations used to correct

the data are summarised in table 5.4.
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5.4.1 Acceptance Correction of Data

The data are corrected for detector e�ects using the same bin-by-bin correction

procedure as used for the single inclusive data. RAPGAP, which gives the best

description of the uncorrected data, was used to correct the data. As is shown

later, the SaS2D parton densities for the photon, as implemented in the RAPGAP

program, underestimate the resolved component. It was therefore necessary to

reweight the mixture of direct and resolved processes to obtain a good description

of the observed distributions. The simulated HERWIG �les used to estimate

model dependence were generated with NLO �

s

. Because HERWIG calculates the

cross sections in LO �

s

, using NLO �

s

results in a lower cross section prediction.

To improve the description of the data the prediction from HERWIG is multiplied

by a factor of 1.7 .

Shown in �gure 5.4.1 is the observed jet d�=d��

�

plotted as a function of Q

2

,

�

E

�

T

and

�

�

�

. The data are compared to two MC models that include a simulatation

of the e�ects of the H1 detector. The two MC models are in reasonable agreement

with the data. HERWIG overestimates the cross section in the lowest

�

E

�

T

region

in the highest three Q

2

bins. In these bins however RAPGAP produces a good

description of the observed distributions. To investigate the bin migrations the

resolutions of the Q

2

,

�

�

�

,

�

E

�

T

and �� are shown in �gure 5.4.1 along with the

results of a Gaussian �t to the distributions. The resolutions of the variables are

all smaller than the bin widths used to present the d�=d��

�

cross-section mea-

surement with the possible exception of the

�

E

�

T

variable. The purity of the bins

used to measure the cross-section was calculated using HERWIG and RAPGAP.

The resulting purities are above 40% in most of the selected bins and are always

greater than 30%.

The correction factors obtained from RAPGAP and HERWIG are shown in

�gure 5.11. Both Monte Carlos give very similar correction factors apart from

the high Q

2

bins and the high

�

E

�

T

bin where in the lowest

�

�

�

bin the correction

factors are di�erent by up to a factor of two.
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Figure 5.9: The uncorrected jet

�

�

�

distribution for di�erent regions of Q

2

and

�

E

�

T

compared to predictions from RAPGAP (solid line) and HERWIG (dashed line). Both

Monte Carlos have been passed through a full simulation of the H1 detector.
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Figure 5.10: The resolution for variables used in the determination of d�=d
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�

�

predicted

by HERWIG5.9 after good event cuts have been applied. Shown in the top left and

right are the Q

2

and

�
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�

resolutions, respectively. The

�

E

�

T

and j�
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� �

2

j resolutions are

shown in the lower left and right plots. The results of a Gaussian �t are shown in the

corner of each plot.
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5.4.2 Systematic Uncertainties

In addition to the systematic uncertainties considered for the single inclusive jet

cross sections, a number of further studies are performed.

� To check the dependence of the cross section on the minimumparton trans-

verse momentum cut-o� (P

min

T

) in the Monte Carlo, P

min

T

was raised from

2.0GeV to 2.5GeV. This resulted in a negligible change to both the pre-

dicted cross section and the correction factors.

� The systematic uncertainty due to the statistical uncertainty (�

"

) in the

trigger e�ciency determination, shown in �gure 5.6, was evaluated by taking

the largest di�erence between the results obtained with "

trig

and the results

corrected with either "

trig

+ �

"

or "

trig

� �

"

.

The largest source of systematic uncertainty arises from the model dependence

of the correction procedure. To evaluate this e�ect, the data is corrected using

both RAPGAP and HERWIG which include di�erent parton showering mecha-

nisms. The di�erences between the two corrected measurements is then assigned

as a systematic error. The LAr energy scale uncertainty proved to be the second

largest source of systematic error. Including the e�ects of initial and �nal state

radiation resulted in a change in the cross section which was typically less than

7%. The data are not corrected for these e�ects, which have been included in the

systematic error.

The corrected di�erential cross-section d�=d

�

�

�

is shown in �gure 5.12 in the

kinematic region 1.6 < Q

2

< 100GeV

2

and 0:1 < y < 0:7 for events

containing two high E

�

T

jets. The data are also compared to RAPGAP with the

SaS2D paramaterisation of virtual photon structure and RAPGAP DIRECT,

which treats the photon as a purely pointlike object. The data shows a tendency

to have a atter

�

�

�

dependence for the lower Q

2

bins presented. This is expected

if all of the photon's momentum does not enter into the collision as the jets

would then be boosted in the positive

�

�

�

direction. The highest

�

E

�

T

bin does not

exhibit this behaviour as it is dominated by direct interactions. This is due to

the probability of resolved interactions having the enegy required to produce high

E

�

T

jets is smaller than for direct interactions.
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Figure 5.12: The corrected di�erential cross section d�=d

�

�

�

for high E

�

T

dijet events

in the kinematic range 1.6 < Q

2

< 100GeV

2

and 0:1 < y < 0:7. The data

are compared to RAPGAP with the Drees-Godbole parameterisation of virtual photon

structure (solid line) and the direct only contribution to this model (dashed line). The

shaded curve represents the 4% uncertainty of the Liquid Argon hadronic calorimeter

energy scale.
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Figure 5.12 shows quite clearly that a model that treats the photon as a purely

pointlike object cannot describe the measured H1 data in the low Q

2

, low E

�

T

bins. Shown in �gure 5.13 are the same data compared to the predictions of

RAPGAP using three di�erent input virtual photon PDFs. It can be seen that

all three give a more accurate description of the data than the direct only model

shown in �gure 5.12.
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Figure 5.13: The corrected di�erential cross section d�=d

�

�

�

for high E

�

T

dijet events in

the kinematic range 1.6 < Q

2

< 100GeV

2

and 0:1 < y < 0:7. The predictions from

RAPGAP using the SaS1D (dotted curve), SaS2D (solid line) and GRS (dashed curve)

parameterisations of photon structure are also overlayed. The shaded curve represents

the 4% uncertainty of the LAr hadronic calorimeter energy scale.
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The predictions from the SaS models underestimate the data in the low

Q

2

region whilst the predictions from Drees-Godbole, with ! = 0:2, give a good

description of the data. The better description of the data by the Drees-Godbole

model is not surprising since the normalisation can be tuned by adjusting !.

5.5 Resolved/Direct(Q

2

) Ratio

The measurement of the ratio of resolved to direct events is discussed in this

section. Studying this ratio as a function of Q

2

and E

�

T

illustrates several features

of the evolution of the structure of the photon with Q

2

. With two jets in the event

it is possible to cleanly reconstruct the variable x



. The estimate of x



(x

rec



)

was made using the sum of the energies minus the longitudinal momenta of the

two highest p

T

jets and particles in the event. This estimate of x



is prefered

to that in formula 5.8 because the uncertainties in the energy scale of the LAr

calorimeter are expected cancel partially using this method.

x

rec



=

X

jet 1;2

(E

1;2

� p

1;2

z

)

X

h

(E

h

� p

h

z

)

: (5.11)

Here, the lower summation is over all the hadrons resulting from the interaction.

If the photon interacts purely as a pointlike object then all of its momentum

will enter the hard scattering process and x



= 1. Due to higher order e�ects and

detector resolution however, x



is smeared so that it forms a distribution that

does not necessarily peak at x



=1. This is illustrated in �g 5.14. The direct and

resolved contributions to the x



distribution is plotted together with the sum of

direct and resolved.

An operational de�nition of a direct interaction is de�ned as x



> 0:7. Re-

solved interactions are de�ned as x



< 0:7. This di�ers from the usual threshold

of 0.75 commonly employed in photoproduction [48]. The value of 0.7 was chosen

as the threshold to increase the purity of the resolved bin. In photoproduction

the resolved contribution is dominant whereas in the sample of data analysed

here the direct contribution is largest. Therefore a lower x



cut was required to

reduce the migrations of direct events across the x



cut. Using this de�nition of
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Figure 5.14: The x



distribution, estimated using the two highest E

�

T

jets in RAPGAP

Monte Carlo events before detector simulation.
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direct and resolved, the ratio

R =

Resolved

Direct

=

N

res

N

dir

(5.12)

is calculated, where N

res

is the number of events with x



< 0:7 and N

dir

is the

number of events with x



> 0:7.

Shown in �gure 5.5 is the observed x



distribution plotted as a function of

the average transverse energy of the two highest E

T

jets in the interaction. Also

shown are the predictions of the HERWIG and RAPGAP Monte Carlos. Both

Monte Carlos have passed through a simulation of the H1 detector. The Monte

Carlos give a good description of the data in all regions of average transverse

jet energy except in the region where 5 <

�

E

�

T

< 7 GeV. In this region the

data lies between the two Monte Carlo predictions. It can be seen that as the

average transverse energy of the jets increases the x



distribution becomes peaked

at 1. This is due to a kinematic e�ect of resolved events having a reduced energy

compared to direct events. This suppresses jet production at large E

�

T

for resolved

events.

The same systematic uncertainties were considered here, as for the d�=d

�

�

�

cross

section measurement. The dominant contribution to the systematic uncertainty

arises from the Liquid argon calorimeter energy scale uncertainty of 4%.

Shown in �gure 5.5 is the correction factors obtained from HERWIG and

RAPGAP. The correction factors are remarkably consistent

Figure 5.17 shows the measured values of R = �(res)=�(dir) in the kinematic

region 0:1 < y < 0:7 and 1:6 < Q

2

< 100GeV

2

for jets with average

psuedo-rapidities in the region �0:4 <

�

�

�

< �2:5. The ratio is presented in

three bins of

�

E

�

T

, where

�

E

�

T

is the average transverse energy of the two highest

E

�

T

jets in the event. The data are shown as solid points with the statistical

and systematic errors added in quadrature. A comparison is made with the

predictions from RAPGAP with three di�erent choices for the virtual photon

parton densities. The prediction with no Q

2

suppression of the photon parton

densities (! = 999) divided by a factor of two is shown as the dashed line. The

direct only contribution is shown as the solid curve and the predictions obtained

using the DG PDFs with two di�erent settings of ! are shown as the dotted

(! = 0:1) and dash-dotted curves (! = 0:2) respectively. The data disfavour

the two extreme models of a photon having structure at all Q

2

and E

�

T

2

, and
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Figure 5.15: The x



distribution, estimated using the two highest E

�

T

jets in the

interaction for data events passing the jet and kinematic cuts outlined in 5.3. The

predictions from RAPGAP and HERWIG after detector simulation are shown as the

full and dashed curves respectively.
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bins. The data are compared to the predictions from RAPGAP using the

DG model with ! = 0:1 and 0:2 as shown in the dotted and dashed curves respectively.

The full curve represents the prediction using only the direct contribution. The dot-

dashed curve shows the ratio multiplied by a factor
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when there is no Q

2
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of the real photon PDFs
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having no structure independent of Q

2

. The ratios measured are consistent with a

logarithmic suppression of the photon structure as a function of Q

2

, in agreement

with both the single inclusive jet cross sections measured in chapter 4 and the

dijet cross section d�=d

�

�

�

presented in section 5.4.

The measured ratios are also compared to other QCD based predictions of

how the structure of the photon evolves with its virtuality in �gure 5.18. Within

the measurement errors the data cannot di�erentiate between the various models

of the Q

2

evolution of the photon structure. The only model that systematically

underestimates the data is that of GRS. This underestimation arises from the

requirement that the probing scale must be greater than �ve times the photon's

virtuality and the virtuality be less than 10GeV

2

. This requirement is only

satis�ed in a portion of the data shown.

5.6 Conclusions

In this chapter measurements of the inclusive dijet cross section d�=d

�

�

�

have been

described for interactions containing high transverse energy jets in the kinematic

region 1.6< Q

2

< 100 GeV

2

and 0.1< y < 0.7. The results show a atter

�

�

�

distribution at low Q

2

than expected from a picture of the photon interacting

as a pointlike object. As Q

2

increases the distribution becomes more peaked in

the region

�

�

�

� �2, as expected if all the photon's momentum is involved in the

interaction, pushing the jets in the direction of the photon.

When compared to Monte Carlo QCD predictions based on LO QCD the

data support models in which the photon possesses a partonic quality that is

suppressed logarithmically with its virtuality in accordance with the conclusions

presented in chapter 4.

Using the same data, a measurement was made of the ratio �(res)=�(dir) as

a function of Q

2

in bins of the average transverse energy of the two highest E

�

T

jets. The measured ratio disfavours a model that treats the photon as pointlike

independent of its virtuality. The data are also inconsistent with no suppression

of the photon structure with increasing Q

2

. Models which incorporate photon

structure that is suppressed as Q

2

increases are able to describe the measured

data.
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Figure 5.18: The corrected data ratio �(res)=�(dir) as a function of Q

2

shown in three

di�erent

�

E

�

T

bins. Also shown are the predictions from RAPGAP with four di�erent

choices of parton density. The DG model with GRV real photon densities and ! set to

0.2 GeV is shown as the dashed curve. The predictions from SaS2D, SaS1D and GRS

are shown as the full, dot-dashed and dotted curves respectively.



Chapter 6

Conclusions

In this thesis, the inclusive jet cross sections d�

ep

=dE

�

T

and d�

ep

=d�

�

have been

measured in the kinematic range 0:3 < y < 0:6 and 0:65 < Q

2

< 50GeV

2

Models in which the photon only couples directly to a quark from the proton

fail to describe the measured data in the kinematic region where E

�

T

2

� Q

2

.

Models which include both the direct coupling of the photon to a quark and also

a resolved component that is suppressed with Q

2

give a good description of the

data.

The fraction of the photon's energy that continues in the direction of the

photon after the hard collision was measured in events containing jets of large

transverse energy. This fraction is large at low Q

2

and decreases with increasing

Q

2

, consistent with the picture of there being a resolved component to the virtual

photon that is suppressed with increasing photon virtuality.

The dijet cross section d�=d

�

�

�

was measured as a function of Q

2

and of the

average transverse energy of the two highest E

�

T

jets,

�

E

�

T

. The measured cross

section was compared to a number of QCD based models describing the evolution

of the photons structure with increasing virtuality. The model that gives the best

description in the region in which

�

E

�

T

� Q

2

is the Drees-Godbole model using

a logarithmic suppression of real photon structure with increasing Q

2

. As ex-

pected, when Q

2

� E

�

T

the resolved contribution vanishes and a good description

of the data is obtained without the need for including photon structure.

The ratio �(res)=�(dir) was also measured as a function of Q

2

in three sepa-
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rate regions of

�

E

�

T

. The measured ratios con�rm the picture of a resolved virtual

photon with suppression as a function of Q

2

. Due to the large uncertainties

present in the measurement, no distinction between di�erent models of photon

structure is possible.

In conclusion, the notion of the photon possessing structure that is suppressed

with increasing virtuality provides a framework which allows a description of the

transition from photoproduction to DIS. An increase in data and a better under-

standing of the uncertainties of the measurement should allow better di�erentia-

tion of the di�erent models of virtual photon structure.

6.1 Future Measurements

The measurements presented in this thesis provide evidence that jet cross sections

in the region of phase space where E

2

T

� Q

2

can be understood in terms of the

virtual photon uctuating into a partonic object which then interacts with the

proton. Using shifted vertex data, the single inclusive jet cross sections were

measured down to a Q

2

of 0:65GeV

2

. The small amount of luminosity prevented

dijet cross sections being measured down to such low Q

2

values.

At the start of the 1997 running period a new calorimeter was added to the

H1 detector, covering the angular region between the SPACAL and the backward

beampipe. This VLQ (Very Low Q

2

) calorimeter will enable the measurement

of the scattered electron down to very small angles covering the kinematic region

Q

2

� 0 to Q

2

� 1:0GeV

2

. Due to the large cross section in this kinematic region

the detector should be calibrated quickly and allow interesting physics measure-

ments to be made in the transition region between photoproduction and DIS. In

particular, measurements of jet cross sections and photon structure measurements

would bene�t greatly from having hermetic coverage of this low Q

2

region.



Appendix A

Evaluating correlated errors

Evaluating the correction factors used to correct the measured data for detector

e�ects involves evaluating the ratio of events generated in a bin divided by the

number of events reconstructed in the same bin.

C

F

=

N

gen

N

rec

=

P

n

W

n

P

p

W

p

=

a

b

(A.1)

If a and b were uncorrelated then the error for C

F

could be found by :-

�

2

C

F

=

X

a;b

(

�f

�x

a;b

)

2

�

2

a;b

(A.2)

One would hope (if we are not just wasting our time) that the variables a =

P

n

W

n

= N

gen

and b =

P

p

W

p

= N

rec

are highly correlated.

In this case more care is needed, a and b need to be broken down into inde-

pendent terms :-

N

gen

= N

i;i

+N

i;j

+N

i;

�

i

=

X

W

i;i

+

X

W

i;j

+

X

W

i;

�

i

= s+ t+ u

N

rec

= N

i;i

+N

j;i

+N

�

i;i

=

X

W

i;i

+

X

W

j;i

+

X

W

�

i;i

= s+ x+ y (A.3)

where :-
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� N

i;i

= Number of events that are generated in bin i and reconstructed in

bin i

This is the term common to both a and b.

� N

i;j

= Number of events generated in bin i that migrate out of bin i

� N

i;

�

i

= Number of events generated in bin i but failed reconstructed cuts.

� N

j;i

= Number of events generated outside bin i that migrate into bin i.

� N

�

i;i

= Number of events failing generated cuts that pass reconstructed cuts

in bin i.

The sensitivity of C

F

to the rate of change of each of these components can

be found by taking partial derivatives of C

F

.

@C

F

@s

=

x+ y � t� u

(s+ x+ y)

2

@C

F

@t

=

1

(s+x+y)

@C

F

@u

=

1

(s+ x+ y)

@C

F

@x

= �

(s+ t+ u)

(s+ x+ y)

2

@C

F

@y

= �

(s+ t+ u)

(s+ x+ y)

2

(A.4)

�

2

C

F

=

X

(

@C

F

@W

) (A.5)

If each event is generated with a weightW

�

then the bin content will be

P

W

�

and the variance of the bin content will be �

2

=

P

W

2

and, since �

2

W

= W

2

then

the variance of the correction factors can be written as:

�

2

C

F

= (

N

rec

�N

gen

N

2

rec

)

2

X

W

2

s

+ (

1

N

rec

)

2

X

W

2

t

+ (

1

N

rec

)

2

X

W

2

u

+ (

N

gen

N

rec

)

2

X

W

2

x

+ (

N

gen

N

rec

)

2

X

W

2

y

(A.6)



Appendix B

De�nition of x



For a resolved event in the hadronic centre of mass system the four momenta of

the photon and the proton are given by

q =

1

2W

(W

2

�Q

2

; 0; 0;�W

2

�Q

2

) (B.1)

P =

1

2W

(W

2

+Q

2

; 0; 0;W

2

+Q

2

) (B.2)

Here W

2

is the centre of mass energy squared.

W

2

= (P + q)

2

= 2Pq �Q

2

= ys�Q

2

(B.3)

Assuming the incoming parton p

0

from the photon to be collinear with the

photon, the parton's four momentum is p

0

= x



q. The invariant form of x



is

then x



= p

0

P=qP .

If the fraction of the proton's momentum carried by the parton entering the

interaction is � then energy and momentum conservation requires

x



q + �P =

X

i

p

i

(B.4)

where the sum is over the outgoing �nal state partons from the hard scattering

process, substituting for q and p gives
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X

i

E

i

= x



W

2

�Q

2

2W

+ �

W

2

+Q

2

2W

(B.5)

X

i

p

zi

= �x



W

2

+Q

2

2W

+ �

W

2

+Q

2

2W

(B.6)

Subtracting the two terms and rearranging in terms of x



leads to

x



=

P

i

(E

i

� P

i

z

)

W

(B.7)

Here, the summation is over all partons involved in the hard scattering process

and W is the hadronic centre of mass energy and is given by

P

allpartons

(E � P

z

)

of all partons in the event.
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Tables of results
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Q

2

E

�

T

d�

ep

=dE

�

T

�(stat) +�(sys) ��(sys) ��(norm)

(GeV

2

) (GeV) (nb/GeV)

Q

2

< 10

�2

5� 7 40.7 0.5 4.8 4.0 7.1

7� 10 6.4 0.2 1.0 1.0 1.3

10� 20 0.31 0.02 0.05 0.06 0.06

0:65 < Q

2

< 1:2 4� 5 3.5 0.3 0.4 0.6 0.6

5� 7 1.1 0.1 0.1 0.2 0.2

7� 10 0.17 0.04 0.04 0.09 0.05

10� 20 0.016 0.008 0.012 0.009 0.005

1:2 < Q

2

< 2:6 4� 5 3.4 0.3 0.5 0.6 0.5

5� 7 1.2 0.1 0.2 0.2 0.2

7� 10 0.22 0.04 0.04 0.06 0.03

10� 20 0.017 0.007 0.009 0.007 0.007

2:6 < Q

2

< 4 4� 5 1.5 0.2 0.4 0.3 0.2

5� 7 0.48 0.08 0.16 0.10 0.13

7� 10 0.049 0.016 0.023 0.018 0.008

10� 20 5:1� 10

�3

3:8� 10

�3

5:3� 10

�3

6:9� 10

�3

1:3� 10

�3

4 < Q

2

< 9 4� 5 1.6 0.2 0.5 0.2 0.3

5� 7 0.69 0.09 0.26 0.12 0.22

7� 10 0.13 0.03 0.04 0.05 0.01

10� 20 0.024 0.011 0.019 0.016 0.006

9 < Q

2

< 20 4� 5 1.10 0.03 0.12 0.16 0.12

5� 7 0.48 0.01 0.07 0.11 0.08

7� 10 0.143 0.007 0.032 0.037 0.022

10� 20 1:13� 10

�2

0:09� 10

�2

0:44� 10

�2

0:42� 10

�2

0:23� 10

�2

20 < Q

2

< 25 4� 5 0.26 0.02 0.06 0.08 0.04

5� 7 0.107 0.007 0.028 0.029 0.016

7� 10 0.033 0.003 0.017 0.019 0.007

10� 20 5:7� 10

�3

1:0� 10

�3

4:9� 10

�3

60:8� 10

�3

2:3� 10

�3

25 < Q

2

< 36 4� 5 0.33 0.02 0.06 0.07 0.04

5� 7 0.092 0.005 0.056 0.019 0.011

7� 10 0.029 0.002 0.020 0.009 0.004

10� 20 5:2� 10

�3

0:6� 10

�3

2:8� 10

�3

2:3� 10

�3

0:7� 10

�3

36 < Q

2

< 49 4� 5 0.19 0.01 0.08 0.05 0.03

5� 7 0.051 0.003 0.042 0.013 0.004

7� 10 0.032 0.003 0.014 0.011 0.006

10� 20 5:4� 10

�3

0:7� 10

�3

3:0� 10

�3

2:3� 10

�3

1:1� 10

�3

Table C.1: The inclusive di�erential jet cross-section d�

ep

=dE

�

T

for jets with

�2:5 < �

�

< �0:5 in the 

�

p centre of mass frame measured in the range

0:3 < y < 0:6 for nine di�erent Q

2

ranges. The statistical, positive system-

atic, negative systematic and normalisation errors are given. In addition, the

uncertainty in the luminosity determination leads to a 3% normalisation error for

the data with 0:65 < Q

2

< 9GeV

2

and a 1.5% normalisation error elsewhere.
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Q

2

(GeV

2

) �

�

d�

ep

=d�

�

(nb) �(stat) +�(sys) -�(sys) ��(norm)

0:65 < Q

2

< 1:2 �2:5 < �

�

< �2:1 1.9 0.3 0.8 0.4 0.3

�2:1 < �

�

< �1:7 1.6 0.3 0.2 0.7 0.4

�1:7 < �

�

< �1:3 1.9 0.4 0.5 0.8 0.4

�1:3 < �

�

< �0:9 1.2 0.2 0.2 0.4 0.2

�0:9 < �

�

< �0:5 0.73 0.16 0.18 0.37 0.24

1:2 < Q

2

< 2:6 �2:5 < �

�

< �2:1 2.3 0.4 1.1 0.7 0.5

�2:1 < �

�

< �1:7 1.7 0.3 0.4 0.5 0.4

�1:7 < �

�

< �1:3 1.0 0.2 0.4 0.3 0.3

�1:3 < �

�

< �0:9 1.3 0.3 0.4 0.6 0.3

�0:9 < �

�

< �0:5 1.3 0.3 0.2 0.8 0.2

2:6 < Q

2

< 4 �2:5 < �

�

< �2:1 0.75 0.21 0.37 0.25 0.18

�2:1 < �

�

< �1:7 0.51 0.16 0.23 0.14 0.05

�1:7 < �

�

< �1:3 0.49 0.16 0.17 0.26 0.15

�1:3 < �

�

< �0:9 0.62 0.22 0.25 0.40 0.16

�0:9 < �

�

< �0:5 0.35 0.13 0.24 0.16 0.12

4 < Q

2

< 9 �2:5 < �

�

< �2:1 1.5 0.3 0.9 0.5 0.5

�2:1 < �

�

< �1:7 1.5 0.4 0.6 0.6 0.3

�1:7 < �

�

< �1:3 0.79 0.21 0.37 0.28 0.27

�1:3 < �

�

< �0:9 0.64 0.19 0.39 0.22 0.14

�0:9 < �

�

< �0:5 0.67 0.21 0.27 0.21 0.13

9 < Q

2

< 20 �2:5 < �

�

< �2:1 1.25 0.09 0.22 0.27 0.20

�2:1 < �

�

< �1:7 0.78 0.08 0.14 0.16 0.14

�1:7 < �

�

< �1:3 0.62 0.06 0.12 0.15 0.10

�1:3 < �

�

< �0:9 0.68 0.06 0.15 0.18 0.12

�0:9 < �

�

< �0:5 0.48 0.04 0.11 0.24 0.09

20 < Q

2

< 25 �2:5 < �

�

< �2:1 0.23 0.04 0.07 0.06 0.03

�2:1 < �

�

< �1:7 0.26 0.04 0.07 0.12 0.04

�1:7 < �

�

< �1:3 0.21 0.03 0.06 0.08 0.03

�1:3 < �

�

< �0:9 0.08 0.02 0.04 0.06 0.02

�0:9 < �

�

< �0:5 0.11 0.02 0.03 0.05 0.02

25 < Q

2

< 35 �2:5 < �

�

< �2:1 0.25 0.05 0.09 0.04 0.03

�2:1 < �

�

< �1:7 0.15 0.04 0.09 0.06 0.02

�1:7 < �

�

< �1:3 0.16 0.03 0.05 0.04 0.02

�1:3 < �

�

< �0:9 0.13 0.03 0.04 0.05 0.02

�0:9 < �

�

< �0:5 0.13 0.03 0.03 0.08 0.02

35 < Q

2

< 49 �2:5 < �

�

< �2:1 0.37 0.04 0.07 0.12 0.03

�2:1 < �

�

< �1:7 0.16 0.04 0.04 0.11 0.02

�1:7 < �

�

< �1:3 0.067 0.03 0.06 0.08 0.010

�1:3 < �

�

< �0:9 0.077 0.02 0.04 0.06 0.019

�0:9 < �

�

< 0:5 0.09 0.01 0.03 0.1 0.02

Table C.2: The inclusive di�erential jet cross-section d�

ep

=d�

�

for jets with E

2

T

>

5GeV in the 

�

p centre of mass frame measured in the range 0:3 < y < 0:6 for

nine di�erent Q

2

ranges. The statistical, positive systematic, negative systematic

and normalisation errors are given. In addition, the uncertainty in the luminosity

determination leads to a 3% normalisation error for the data with 0:65 < Q

2

<

20GeV

2

and a 2.0% normalisation error elsewhere.
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Q

2

(GeV

2

)

�

E

�

T

(GeV) �� d�

ep

=d�

�

(nb) �(stat) +�(sys) -�(sys)

1:6 < Q

2

< 2:6 5 <

�

E

�

T

< 7 �2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

1:6 < Q

2

< 2:6 7 <

�

E

�

T

< 10 �2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

1:6 < Q

2

< 2:6 10 <

�

E

�

T

�2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

2:6 < Q

2

< 4:6 5 <

�

E

�

T

< 7 �2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

2:6 < Q

2

< 4:6 7 <

�

E

�

T

< 10 �2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

2:6 < Q

2

< 4:6 10 <

�

E

�

T

�2:5 <

�

�

�

< �2:2 1.9 0.3 0.8 0.4

�2:2 <

�

�

�

< �1:9 1.6 0.3 0.2 0.7

�1:9 <

�

�

�

< �1:6 1.9 0.4 0.5 0.8

�1:6 <

�

�

�

< �1:3 1.2 0.2 0.2 0.4

�1:3 <

�

�

�

< �1:0 0.73 0.16 0.18 0.37

�1:0 <

�

�

�

< �0:7 0.73 0.16 0.18 0.37

�0:7 <

�

�

�

< �0:4 0.73 0.16 0.18 0.37

Q

2

(GeV

2

)

�

E

�

T

(GeV) �� d�

ep

=d�

�

(nb) �(stat) +�(sys) -�(sys)

4 < Q

2

< 9 5 <

�

E

�

T

< 7 �2:5 <

�

�

�

< �2:2 1.5 0.3 0.9

�2:2 <

�

�

�

< �1:9 1.5 0.4 0.6 0.3

�1:9 <

�

�

�

< �1:6 0.79 0.21 0.37 0.28

�1:6 <

�

�

�

< �1:3 0.64 0.19 0.39 0.22

�1:3 <

�

�

�

< �1:0 0.67 0.21 0.27 0.21

�1:0 <

�

�

�

< �0:7 0.67 0.21 0.27 0.21

�0:7 <

�

�

�

< �0:4 0.67 0.21 0.27 0.21

9 < Q

2

< 20 �2:5 <

�

�

�

< �2:2 1.25 0.09 0.22 0.27 0.20

�2:2 <

�

�

�

< �1:9 0.78 0.08 0.14 0.16 0.14

�1:9 <

�

�

�

< �1:6 0.62 0.06 0.12 0.15 0.10

�1:6 <

�

�

�

< �1:3 0.68 0.06 0.15 0.18 0.12

�1:3 <

�

�

�

< �1:0 0.48 0.04 0.11 0.24 0.09

�1:0 <

�

�

�

< �0:7 0.48 0.04 0.11 0.24 0.09

�0:7 <

�

�

�

< �0:4 0.48 0.04 0.11 0.24 0.09

20 < Q

2

< 25 �2:5 <

�

�

�

< �2:2 0.23 0.04 0.07 0.06 0.03

�2:2 <

�

�

�

< �1:9 0.78 0.08 0.14 0.16 0.14

�1:9 <

�

�

�

< �1:6 0.62 0.06 0.12 0.15 0.10

�1:6 <

�

�

�

< �1:3 0.68 0.06 0.15 0.18 0.12

�1:3 <

�

�

�

< �1:0 0.48 0.04 0.11 0.24 0.09

�1:0 <

�

�

�

< �0:7 0.48 0.04 0.11 0.24 0.09

�0:7 <

�

�

�

< �0:4 0.48 0.04 0.11 0.24 0.09

25 < Q

2

< 35 �2:5 <

�

�

�

< �2:2 0.25 0.05 0.09 0.04 0.03

�2:2 <

�

�

�

< �1:9 0.78 0.08 0.14 0.16 0.14

�1:9 <

�

�

�

< �1:6 0.62 0.06 0.12 0.15 0.10

�1:6 <

�

�

�

< �1:3 0.68 0.06 0.15 0.18 0.12

�1:3 <

�

�

�

< �1:0 0.48 0.04 0.11 0.24 0.09

�1:0 <

�

�

�

< �0:7 0.48 0.04 0.11 0.24 0.09

�0:7 <

�

�

�

< �0:4 0.48 0.04 0.11 0.24 0.09

35 < Q

2

< 49 �2:5 <

�

�

�

< �2:2 0.37 0.04 0.07 0.12 0.03

�2:2 <

�

�

�

< �1:9 0.78 0.08 0.14 0.16 0.14

�1:9 <

�

�

�

< �1:6 0.62 0.06 0.12 0.15 0.10

�1:6 <

�

�

�

< �1:3 0.68 0.06 0.15 0.18 0.12

�1:3 <

�

�

�

< �1:0 0.48 0.04 0.11 0.24 0.09

�1:0 <

�

�

�

< �0:7 0.48 0.04 0.11 0.24 0.09

�0:7 <

�

�

�

< �0:4 0.48 0.04 0.11 0.24 0.09

Table C.3: The inclusive di�erential jet cross-section d�

ep

=d�

�

for jets with E

2

T

>

5GeV in the 

�

p centre of mass frame measured in the range 0:3 < y < 0:6 for

nine di�erent Q

2

ranges. The statistical, positive systematic, negative systematic

and normalisation errors are given. In addition, the uncertainty in the luminosity

determination leads to a 3% normalisation error for the data with 0:65 < Q

2

<

20GeV

2

and a 2.0% normalisation error elsewhere.
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E

�

T

Q

2

�(res)=�(dir) �(stat) +�(sys) ��(sys)

(GeV) (GeV

2

)

5 < E

�

T

< 7 1:6� 2:6 3.495 0.231 0.425 0.334

2:6� 4:6 2.415 0.148 0.137 0.151

4:6� 8:0 1.888 0.124 0.06 0.050

8:0� 15 1.503 0.109 0.10 0.031

15� 25 1.267 0.112 0.02 0.001

25� 49 1.1559 0.107 0.01 0.018

49� 100 0.8994 0.100 0.03 0.027

7 < E

�

T

< 10 1:6� 2:6 1.447 0.130 0.205 0.144

2:6� 4:6 0.834 0.0692 0.236 0.032

4:6� 8:0 0.743 0.070 0.109 0.071

8:0� 15 0.6347 0.062 0.070 0.050

15� 25 0.540 0.0625 0.045 0.028

25� 49 0.558 0.069 0.084 0.020

49� 100 0.482 0.0717 0.066 0.076

E

�

T

> 10 1:6� 2:6 0.601 0.084 0.106 0.280

2:6� 4:6 0.479 0.065 0.053 0.10

4:6� 8:0 0.497 0.065 0.033 0.10

8:0� 15 0.476 0.069 0.015 0.049

15� 25 0.378 0.064 0.036 0.086

25� 49 0.366 0.056 0.034 0.030

49� 100 0.228 0.045 0.032 0.019

E

�

T

> 5 1:6� 2:6 2.203 0.105 0.28 0.267

2:6� 4:6 1.454 0.064 0.170 0.132

4:6� 8:0 1.20 0.057 0.110 0.100

8:0� 15 0.978 0.051 0.110 0.078

15� 25 0.796 0.050 0.040 0.055

25� 49 0.736 0.048 0.051 0.57

49� 100 0.563 0.045 0.055 0.090

Table C.4: The measured ratio �(res)=�(dir) as a function of Q

2

shown in three

di�erent

�

E

�

T

bins.
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