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Abstract

New results on normalised inclusive jet, dijet and trijet differential cross sections in
neutral current deep-inelastic ep scattering (DIS) based on a regularised unfolding proce-
dure are presented. Detector effects like acceptance and migrations as well as statistical
correlations between the multijets and the inclusive DIS events are taken into account in
this procedure. The DIS phase space of this measurement with the H1 detector is given by
the virtuality of the exchanged boson (7*,Z%) 150 < Q? < 15000 GeV? and the inelas-
ticity of the interaction 0.2 < y < 0.7. The jets are reconstructed in the Breit frame of
reference using the inclusive k£ jet algorithm. In all cases the jet pseudorapidities in the
laboratory frame are required to be in the range —1.0 < 745 < 2.5. For inclusive jets the
transverse momenta in the Breit frame are 7 < Pr < 50 GeV. The dijet and trijet phase
space are defined by requiring 5 < Pr; < 50 GeV, and the invariant mass of the two lead-
ing jets M7 2 > 16 GeV. Compared to a previously published result on normalised multijet
cross sections, the new features are an extended range in jet pseudorapidity, an improved
hadronic energy scale uncertainty of 1% and the adoption of a regularised unfolding pro-
cedure. The unfolded normalised jet cross sections are compared to QCD calculations at
NLO and values for the strong coupling «s(My) are extracted.



1 Introduction

Jet production in neutral current (NC) deep-inelastic scattering (DIS) at HERA provides an im-
portant testing ground for Quantum Chromodynamics (QCD). While inclusive DIS gives only
indirect information on the strong coupling via scaling violations of the proton structure func-
tions, the production of jets allows a direct measurement of o, and can further constrains the
gluon density in parton distribution functions (PDFs). Typically one distinguishes between in-
clusive jet measurements, where each single jet is counted, and exclusive jet measurements like
dijet and trijet measurements, where each event is counted that fulfills topological and kinematic
criteria on jet quantities. Both approaches allow to extract the strong coupling by comparing to
theoretical predictions.

The data-theory comparison and the determination of the strong coupling is typically per-
formed on hadron level. Thus, data have to be corrected for detector effects and theory for
hadronisation effects. While the latter are determined using MC event generators, ideally using
various hadronisation models, the correction of detector effects is called unfolding and corrects
for kinematic migrations duet to finite resolution and limited acceptance of the detector.

2 Phase Space

This document extends the preliminary analysis as presented in [1]. Only a brief summary of
the kinematic region of the measurement is given here.

The selected NC DIS events, computing the kinematics from the measurements of the scat-
tered electron and the hadronic final state, fulfill the following requirements:

150 < Q% < 15000 GeV? and 02<y <0.7,

with * being the virtuality of the exchanged vector boson (v*/Z°) and y = Q?/(s ;) the
inelasticity of the interaction (s being the centre-of-mass energy and zp; being the Bjorken
scaling variable).

The jet finding is performed in the Breit frame of reference, where the proton collides head
on with the exchanged boson, which is at rest. Particle candidates in the hadronic final state are
clustered into jets using the inclusive k1 algorithm [2] with a distance parameter Ry = 1, as
implemented in FastJet [3].

The phase space for the inclusive jets is given by
—1.0 < Mab < 2.9,

where 7.}, 1S the jet pseudorapidity in the laboratory frame, and the transverse momentum of a
jet in the breit frame Pr is in the range between:

7 < Pr <50GeV.
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Events with at least two (three) jets with transverse momentum larger than 5 GeV are con-
sidered as dijet (trijet) events. In order to avoid regions of phase-space where fixed order pertur-
bation theory is not reliable [4], dijet events are accepted only if the invariant mass M, of the
two leading jets exceeds 16 GeV. The same requirement, My, > 16 GeV, is applied to the trijet
events so that the trijet sample is a subset of the dijet sample. For events that fulfill the dijet
(trijet) criteria the average transverse momentum (Pr) = % va P%et’i (N = 2 or 3) is defined
as an observable.

The inclusive jets (dijets, trijets) are measured in bins of Q* and Pr of the jets (Q2,(Pr))
and are normalised to the inclusive DIS measurement in the respective bins of ()?. The advan-
tages of these normalised jet cross sections compared to absolute jet cross sections are reduced
systematic experimental uncertainties as well as the Parton Distribution Function (PDF) uncer-
tainty.

3 Detector Correction and Regularised Unfolding

Due to kinematic migrations, because of finite resolution and limited acceptance of the detector,
the data have to be corrected for these effects. For this purpose a multidimensional regularised
unfolding procedure, including all correlations, is applied. This procedure makes use of a mi-
gration matrix A that connects the particle level that is represented by a vector x with the
detector level, represented by a vector y. While the folding, given by the detector response,
i.e. the migration matrix A, acting on the generator level distribution can be represented by the
linear equation
Yy = A-x )

the unfolding cannot generally be accomplished simply by matrix inversion. Large fluctuations
of the result may arise, resulting from small singular values/eigenvalues that appear as well as
numerical limitations of the eigenvalue spectrum when inverting the response matrix.

The regularised unfolding method, as implemented in TUNFOLD [5], solves this problem by
introducing a regularisation condition with a tiny regularisation parameter 7. The particle level
vector is then determined by an analytical minimisation of a y? function as function of . This
function reads

(@)= (y—A-2)" V' (y — A-) + 7%( — 20) " (LT L) (2 — x0), (D

where A is the migration matrix, x is the to be determined particle level vector, y is the mea-
sured detector level vector, and V,, 1s its covariance matrix. The regularisation parameter 7 and
L determine the regularisation condition, and x is the bias distribution. In our case L is set to
the unity matrix.

The essential part of the unfolding is to construct a matrix in such a way that all kinematical
migrations are respected. For all relevant observables, the rule of thumb is followed of having
approximately 1.5 to 2 times more bins on detector level than on particle level. In addition, the
bins on detector level are chosen to be commensurate to the resolution of the respective observ-
able. Furthermore, the phase space is extended in all kinematic variables, to take migrations
into and out of the phase space into account. These additional bins are called side-bins.
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Two different Monte Carlo event generators, DJANGOH [6] and RAPGAP / [7] are employed, af-
ter reweighting of some distributions to obtain a good description of the measurements, to build
two migration matrices. The average of both is used for the data unfolding. Both models are
leading order (LO) event generators matched with parton showers and interfaced with the Lund
string fragmentation model [8]. The DJANGOH event generator uses the color dipole model
(CDM) with QCD matrix element corrections as implemented in ARIADNE [9]. The RAPGAP
event generator is based on QCD matrix elements matched with parton showers in the leading
log approximation. All generated events are processed using a Geant 3 [10] based simulation
of the H1 apparatus and in the following are treated by the same analysis chain as data.

3.1 Inclusive Jet Migration Matrix

The inclusive jet measurement is performed double differentially in Q? and Pr. The relevant
observables for the migrations are identified to be Q* and Pp. Also migrations in 7, could be
relevant. The inclusive jet measurement is special as it is a measurement of jet-multiplicities.
Jets are defined on detector level and on particle level, separately. In order to define matching
jets on both levels, a closest pair algorithm with a distance measure

R=\/A¢? + A2

is used, where A¢ is the angular separation of two jets in the xy-plane (in the H1 coordinate
system) and A7 is the separation in 7),;, between the two analysis levels . This distance measure
does not introduce any kinematic assumptions and thus is free of biases in kinematic variables.
In order not to match spatial opposite jets, a maximum distance of R < 0.9 between two jets is
demanded. The algorithm looks iteratively for the closest pair of all combinatorial pairs of jets
on the two levels. Using this jet matching criterion, three kinds of jets can be distinguished:

e Matched jets
Matched jets are all jets which have a matching jet, and all variables are defined on detec-
tor and particle level. The matched jets describe the kinematical migrations and are used
construct up the migration matrix.

e Particle-level-only jets
Farticle-level-only jets are jets, which are on particle level but could not be matched to any
jet on detector level. This may be due to acceptance effects, e.g. if essential constituents
of this jet go into non-instrumented parts of the detector, or due to kinematic migrations,
especially of jets with low transverse momentum. The particle-level-only jets are treated
like acceptance effects in the migration matrix.

e Detector-level-only jets
Detector-level-only jets are jets in Monte Carlo events which are found on detector level
but no jet matches on particle level. The event is well-defined on detector level, and all
NC DIS kinematic variables are determined. This gives the opportunity, to determine the
amount of detector-level-only jets from the measured inclusive NC DIS observables.



The migration matrix describing the detector response for the inclusive jet measurement is
set up three-dimensionally in the kinematic variables y, Q* and Pr j;. In each y bin a separate
Pr jet migration matrix is determined, and for each bin in this matrix a migration matrix in Q?
is determined. The kinematic region and the number of bins of the migration matrix are given
in table 2. Each matched jet is filled into one bin of the migration matrix and connects the
reconstructed level with the particle level. In addition, the migration matrix is extended in each
particle level bin by one bin for the normalisation, where contributions from acceptance effects,
trigger efficiencies and the particle-level-only jets are filled into.

Aside from the migration matrix for the inclusive jets, a separate migration matrix for the inclu-
sive NC DIS measurement is set up. This migration matrix is two-dimensionally in the variables
y and Q°, and the same binning as for the inclusive jets is used.

The two migration matrices are set into the diagonal elements of a 2 x 2 matrix. One of the di-
agonal elements connects the inclusive jet measurement on particle level with the inclusive NC
DIS measurement on detector level. This matrix is used to determine the amount of detector-
level-only jets within the reconstructed inclusive jet data from the measured inclusive NC DIS
events. The second off-diagonal element of the 2 x 2 matrix is empty, because the unfolded
inclusive jet measurement shall only be determined by measured jet quantities.

3.2 Dijet Migration Matrix

The dijet measurement is performed double differentially in Q? and (Pr). Events are counted
which fulfill topological criteria, kinematic constraints on individual jets and on combined jet
quantities. In addition, migrations into and out of these criteria are taken into account here.

An event is classified as a dijet event, if the selection criteria as given in table 1 are fulfilled.
There are also events with two jets, where not all selection criteria are fulfilled. These events,
which do not fulfill all selection criteria but only some on one level can migrate into the selec-
tion on the other level. Therefore, these events play an important role in the unfolding.

The dijet migration matrix has a three-dimensional structure in the observables y, Q* and
(Pr). Each bin of the y migration matrix contains a Q* migration matrix and each bin in Q?
contains a (Pr) migration matrix. The (Pr) matrix-scheme is extended on generator and parti-
cle level to include the migrations into and out of the defined dijet selection. These additional
bins contain events, which have at least two jets in the kinematic region of 5 < Pr o < 50 GeV
and which are separated into events with an invariant mass above or below 16 GeV and for (Pr)
above or below 7 GeV. One additional bin counts events in an extended phase space, which ex-
tend the possible phase space for dijet events by extending the cut on jets in 7.}, to the range
—-1.5< Mab < 2.75.

3.3 Trijet Migration Matrix

The trijet measurement is performed double differentially in Q% and (Pr). The unfolding
scheme is very similar to the dijet unfolding scheme, where all (Pr) are substituted by trijet
(Pr). Compared to the dijet migration matrix the number of bins in the trijet migration ma-
trix is reduced to obtain sufficient statistic in all relevant bins, and the phase space is reduced,
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since no significant number of events with a (Pr) > 30 GeV can be observed because of the
requirement of Pr ey < 50 GeV.

3.4 The Migration Matrix

The full migration matrix has the overall structure of a 4 X 4 matrix, where the diagonal ele-
ments are the migration matrices of the four individual measurements. The three sub-matrices
that connect the detector level jet data to the particle level inclusive NC DIS data, are used to
estimate the inclusive jets, but also dijet and trijet events, which fulfill the dijet/trijet criteria
only on detector level but not on particle level. Such migrations take mostly place in events
with low- Pr jets, where migrations out of the respected phase space of the unfolding occur. All
other nine sub-matrices are empty. This procedure ensures that only the reconstructed data of
a certain jet measurement determines its particle level distribution. In addition to the overall
4 x 4 structure, each particle level bin has a normalisation bin which contains the efficiency
corrections and the generator-level-only jets or events. The normalisation bins of the inclusive
NC DIS measurement receive further negative entries to correct for the additional content from
the detector-level-only entries of the jet measurements. Overall, the migration matrix has 2205
bins on reconstructed level and 671 bins on particle level.

3.5 Testing the Unfolding Using Monte Carlo Events

Several checks on the unfolding procedure are performed. The technical correctness of the
migration matrix is checked by performing the folding process analytically by confirming the
equality

y=A-x.

It is expected that the unfolding process does not introduce a systematic shift. This assump-
tion is confirmed by unfolding a Monte Carlo pseudo-data set, which is generated with the same
Monte Carlo program as the unfolding matrix. The pseudo data are generated with comparable
statistics as the real data and are statistically independent of the unfolding matrix. A pull value
p; for each bin 7 on generator level is defined by the unfolded value x;, the true value on particle
level "¢, and the statistical error after the unfolding Ax;, by
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The pull values of all phase-space bins of the inclusive jet (24 bins), the dijet (24 bins) and

the trijet measurements (17 bins) are shown in fig. 1 for DJANGOH and RAPGAP and are com-

pared to a bin-by-bin corrected prediction that also employs statistical independent samples.

For all N phase space bins a mean pull value is defined as (p) = + >, p;. The mean values

of the individual measurements are well compatible with zero and thus the unfolding procedure
does not introduce any systematic shift.



An unfolding where the pseudo data are generated by one model and the migration matrix
by the other model is also performed. The two employed models are based on different physics
assumptions (matrix-element plus parton shower or color-dipole model) and they also predict
slightly different spectra on generator level. This test gives valuable information on the univer-
sality of the unfolding scheme. The pull distributions, where once the pseudo data are generated
by DJANGOH and the unfolding matrix is generated by RAPGAP and vice-versa, are shown in
fig. 2. The pull distribution for the bin-by-bin corrected cross sections are shown for compar-
ison. The mean values are shifted but are significantly closer to zero for the unfolded result
than for the bin-by-bin corrected one. The unfolding is able to reduce the model dependence
compared to the bin-by-bin correction method. Nevertheless, there is still some residual model
dependence and therefore an uncertainty on this model dependence has to be determined for the
final result. The model uncertainty is determined the same way as other systematic uncertain-
ties (see sec. 4), by employing alternative migration matrices, which are determined once by
DJANGOH and once by RAPGAP only.

3.6 Unfolding procedure

The unfolding is performed using TUNFOLD v17.beta4, which minimises eq. 1 and analyti-
cally determines the particle level distribution =. The variables y and V,, are given by the data,
where y is the background subtracted data, and V), is the covariance matrix of the measure-
ment including the correlated uncertainties on the background subtraction. The average of the
migration matrices of the two models Apjancon and Agapcap 18 used as migration matrix

A — ADJANGOH ;— ARAPGAP )

The regularisation condition, represented by the matrix L in eq. 1 is chosen to be a unity matrix,
and the estimated underlying distribution x is determined by the projection of the migration
matrix.

Before the actual unfolding step a high-y contribution is subtracted the same way as back-
ground is treated. This contribution is estimated by the employed models and accounts for
events that are generated at y,., > 0.7, but are reconstructed in the final phase-space .. < 0.7.
This contribution cannot be reasonably determined by data, since the scattered electron energy
must fulfill £, > 11 GeV leading to an insignificant amount of data in that region.

The regularisation parameter 7 is determined using the L-Curve method [11] to
T=28.07-10"°

The variation of the regularisation parameter within a reasonable range does not change the
unfolded cross sections. A too large regularisation parameter pushes the unfolded result to
zero, since the regularisation condition using the unity matrix is enforcing this behaviour.

The x? is determined to be
4 = 2030
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and
X2 = 197.0,

where Y% refers to the first summand in eq. 1 containing the (y — Az) part and x? being the
second summand representing the regularisation condition.

The covariance matrix V., of the unfolded result on particle level is determined by an error
propagation of the input covariance matrix V,,,. The unfolded data and their covariance matrix
are corrected for radiative effects applying a bin-by-bin correction as in [1].

3.7 Unfolded result

The applied unfolding procedure determines the inclusive NC DIS cross sections single dif-
ferentially and the inclusive jet, the dijet and trijet cross sections double differentially. Single
differential and absolute cross sections can be determined by adding corresponding bins. The
unfolded cross sections are compatible with the bin-by-bin corrected cross sections in [1] within
the statistical errors. The statistical error of the unfolded cross sections is larger compared to
the bin-by-bin corrected cross sections, because all migrations were included in the error calcu-
lation. However, this comparison is misleading, since the statistical error of the unfolded cross
sections is a correlated error, while the bin-by-bin correction neglects these correlations. The
unfolding procedure generates also negative correlations between bins where migrations take
place. Correlated bins can therefore show large errors on plots and suggest a low precision, but
are very precise when these bins are used together in a fit which incorporates the full covari-
ance matrix. The correlation coefficient /;; between two bins ¢ and j is calculated from the

covariance matrix V' by
Vis

and gives the strength of the correlation between two bins.

Kij = 3)

The correlation matrix K;; of all four measurements is shown in fig. 3. The correlations
result from three different sources:

e The unfolding procedure corrects the data for kinematical migrations and therefore gener-
ates negative correlations between bins where migrations take place. These are typically
large in bins which are small compared to the resolution. Negative correlations are most
obvious in neighboring Pr or (Pr) bins of the inclusive jet measurement or of the dijet
and trijet measurement, respectively. The resolution in QQ? compared to the size of the
bins is better than for jet quantities, and therefore the negative correlations resulting from
(Q*-migrations are typically smaller between neighboring Q? bins than for Pr bins.

e The same data are used for all four measurements and therefore the measurements are
positively correlated to each other. Correlation are measured by determining the full
covariance matrix of the data and are then propagated through the unfolding procedure.



e The Pr bins within one Q2 bin of the inclusive jet measurement are positively correlated
since multiple jets are counted within a single event. Therefore, positive correlations
on detector level are measured between Pr bins, but different bins in Q? are always
uncorrelated. However, those correlations cannot be seen in the correlation matrix after
the unfolding, since the negative correlations resulting from the unfolding are larger.

Pull values p between the unfolded and the bin-by-bin corrected cross sections of all phase
space bins are calculated and are shown in fig. 4. The unfolded cross sections are shifted by
(p) = —0.8 0.1 against the bin-by-bin corrected result. Since the Monte Carlo test has shown
that the unfolding compared to the bin-by-bin correction method incorporates a smaller model
bias, we can conclude that the unfolded cross sections give more reliable results and are less
dependent on model predictions.

4 Experimental uncertainties

The same sources of experimental uncertainties are considered as in [1]. For each source of
uncertainty two migration matrices are determined to account for up and down variations of
this source. The two models are added to determine the average matrix of the systematic source
i, and can be written as Agys; = A + AAgi, where AA, g is the difference to the nominal
unfolding matrix. The uncertainty Az ; on each source of uncertainty is determined by a
linearised error propagation of the shifted migration matrices through the unfolding procedure
by the replacements in eq. 1:
A— A+ AAgys;

T — T+ ATy

5 Hadronisation corrections

Corrections factors for hadronisation effects are calculated using Monte Carlo event generators.
To determine the corrections the same procedure as in [1] is followed, but the error on the hadro-
nisation correction is calculated differently. SHERPA [12], a Monte Carlo event generator based
on multi-leg LO matrix elements is used and is interfaced once to the the string fragmentation
model [8] and once the cluster fragmentation model [13]. The difference of the prediction by
the two hadronisation models is used as an uncertainty on the hadronisation correction.

6 Determination of normalised cross sections

The unfolding procedure provides jet cross sections and inclusive NC DIS cross sections, and
therefore the normalised jet cross sections are not measured directly on detector level but are
determined from the unfolded cross sections on particle level. Each bin of a jet measurement
is normalised to the corresponding bin of that Q? of the inclusive DIS measurement. The
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covariance matrix of all the normalised jet measurements can be determined by a full error
propagation. It comprises the errors and the covariances of the normalised inclusive jet, the
normalised dijet and the normalised trijet measurements. Also the covariances between bins
of different measurements are determined, and therefore all three normalised measurements
can be used together in a combined fit (see sec. 8.3). This procedure is equivalent to a direct
measure of normalised jet cross sections, but has the advantage of the direct determination of
all correlations.

7 NLO QCD prediction of jet cross sections

Perturbative QCD perturbative QCD (pQCD) predictions for the jet cross sections at the parton
level are calculated using the NLOJET++ program [14, 15] which is interfaced to FASTNLO [16,
17]. The calculation is performed in next-to-leading order (NLO) in the strong coupling con-
stant and using the M/ S scheme with five massless quark flavors. The strong coupling constant
is evolved in two loop precision. The partons are grouped to jets using the same jet definition as
in the data analysis. When comparing data and theory predictions the strong coupling constant
is chosen to be a,(Mz) = 0.118 at the Z° mass and the CT10 PDF set [18] is used. The renor-
malisation scale is set to u, = \/(P# 4+ Q?)/2, where (Pr) is used instead of Pr in the case of
the dijet and trijet measurements. The factorisation scale is set to ().

The calculation of the inclusive DIS cross sections is performed using the QCDNUM program
[19]. The calculation does not include QED radiation effects or Z° exchange contributions, but
the running of the electromagnetic coupling with Q? is taken into account. The calculation is
performed in the massless ’zero mass variable flavor number scheme’ (ZM-VENS) in analogy
to the massless calculation of jet cross sections. No contribution of the Z° exchange is included
since the contribution cancels for the normalised jet cross sections.

8 Results

The double differential cross sections of the normalised inclusive jets, the normalised dijet and
normalised trijet measurement are presented and the strong coupling constant is extracted. A
comparison between the unfolded and bin-by-bin corrected cross sections is presented further.

8.1 Cross section measurements compared to NLO predictions

The normalised inclusive jet cross sections as a function Q% and Pr are shown in fig. 5 and are
compared to NLO predictions on hadron level. The six pads show the four Pr bins for each of
the six Q? bins, as well as the ratio on1,0/0data- The inner error bars depict the statistical errors
and the outer error bars show all systematic error sources added quadratically to the statistical
error. The correlation of the statistical error of one bin to another bin cannot be seen in these
plots. The error band on the NLO cross section shows the uncertainty arising from variations
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of the renormalisation and the factorisation scale by a factor of 2 up and down. The normalised
dijet and the normalised trijet cross sections as a function of Q% and (Pr) are shown in fig. 6
and fig. 7, respectively.

The statistical errors are effectively reduced when the correlations between the data points are
taken into account. The correlation matrix which is used to determine the normalised jet cross
sections is shown in fig. 3. The correlations between bins of the normalised cross sections are
quite similar to the correlations of the absolute cross sections, since the correlations of the in-
clusive NC DIS measurements after the unfolding are small and similar migrations in () occur
in all four measurements.

All three normalised jet measurements can be used together in a fit since the correlation matrix
is known and this analysis presents one single analysis. The three normalised jet measurements
are shown together with the NLO predictions in fig. 8.

8.2 Unfolded vs. bin-by-bin corrected normalised cross sections

Normalised jet cross sections are also determined by applying the bin-by-bin correction tech-
nique for the correction of detector effects. These cross sections are compared to the unfolded
cross sections by calculating the ratio with respect to the unfolded cross section. The ratios
are shown for the three normalised jet measurements in figs. 9, 10 and 11 where also the NLO
calculations are depicted.

Pull values are calculated between the unfolded and the bin-by-bin corrected cross sections. A
staggered plot of these pull values of all phase-space bins is shown in fig. 4. The normalised
cross sections obtained with the two different correction methods are compatible within the sta-
tistical uncertainty. However, the unfolded cross sections tend to be lower than the bin-by-bin
corrected cross sections.

8.3 Extraction of the Strong Coupling

The QCD predictions for jet production depend directly on «; and on the parton density func-
tions of the proton. For the determination of the strong coupling the CT10 PDF set is used.

The strong coupling is determined by performing a x?-minimisation procedure with o, (M)
as a free parameter. The minimisation algorithm MIGRAD is used as implemented in the MI-
NUIT [20] program, where the errors on the fit parameters are equivalent to the hessian errors.
Here, the implementation TMINUIT is used as provided by the ROOT analysis framework [21].

While the calculations of jet cross sections in NLO can take considerable time, the FASTNLO
program provides an efficient method to calculate these cross sections. It stores the perturbative
coefficients from NLOJET++ in an efficient way and multiplies them with the PDFs and o ().
Thus, the cross section calculation can be repeated very fast, and the strong coupling can be
determined in an iterative fit. The inclusive DIS cross sections are calculated using QCDNUM
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as described in sec. 8.1.

The 2 definition follows [22] and was similarly used in global data analyses [23] and also
in previous H1 publications [24,25]. Nuisance parameters for each source of systematic uncer-
tainty are introduced and are treated as free parameters in the fit. All nuisance parameters are
well distributed around zero for the minimal y?. The usage of the covariance matrix enables
to use all three normalised jet measurements together. The uncertainties on the electron energy
and on the hadronic energy scale are split up and 50% are treated as correlated uncertainties
using nuisance parameters, and 50% are added quadratically to the diagonal elements of the
covariance matrix. The experimental uncertainty on o, (M) is given by an increase in x? of
one unit with respect to the minimal value.

Uncertainties on the derived strong coupling, which do not result from the data uncertainties
are also determined. These include uncertainties on the theory prediction, on the hadronisation
correction and on the PDFs. They are treated with the so called offset method, where the fit is re-
peated with theory predictions shifted by an offset of the size of the uncertainty. The difference
between the nominal fit and the shifted fit is defined to be the error arising from this uncertainty
on the values determined by the fit. These errors are given separately to the resulting o, (M)
value and experimental uncertainty since they are basically independent of the precision of the
H1 data and experience considerable improvement in the future.

The uncertainty on the theory cross section is determined conventionally by varying the
renormalisation and factorisation scales. For each of the two scales a scan is performed, where
in every bin the largest and lowest cross section prediction is determined (denoted up and down
error) in the range of a multiplicative scale factor between 0.5 and 2.0. The scales are var-
ied for the inclusive NC DIS cross sections as well as for the jet cross section predictions by
the same factor. Since QCDNUM cannot change the factorisation scale independently from the
renormalisation scale, in the case the factorisation scale variation it is assumed that the impact
of the variation of the renormalisation scale on the NC DIS cross section can be neglected. The
up-errors on the variation of the renormalisation scale and on the factorisation scale are added
in quadrature to determine the theory up-error. The down-error is calculated analogously.

The uncertainty on the theory cross section arising from the limited knowledge of the PDF
is determined for one single PDF set following the PDF4ALHC recommendation [26]. For each
pair of eigenvectors of the CT10 PDF set, the up and down error is determined in each bin. All
up or down errors in each bin are added in quadrature to obtain the total up and down error,
respectively, on the cross section arising from the PDF uncertainty. This method probably over-
estimates the PDF uncertainty since it ignores correlations between bins. Surprisingly, the PDF
error is not reduced for the normalised jet cross sections, but is even slightly increased com-
pared to the jet cross sections. This is essentially a consequence of the PDF sum rules. If e.g.
the gluon density in a certain PDF eigenvector set is increased, the valence and sea quark den-
sities are decreased. It follows that jet cross sections increase while the inclusive NC DIS cross
sections decrease, because to the different sensitivity on certain parton densities and thus the un-
certainty on the normalised cross sections resulting from this particular eigenvector is increased.

11



The uncertainty on the cross sections arising from limited knowledge of the hadronisation
correction is explained in more detail in section 5.

The strong coupling constant as(Mz) is determined for each of the three normalised jet
cross section measurements individually as well as for all three simultaneously. The values ob-
tained and the uncertainties due to the sources are discussed are given in table 4. The individual
fits to measurements show a good x?/ndf of around unity. The extracted o;( M) value from the
normalised inclusive jets 1s 0.1197+0.0008 and from the normalised dijets itis 0.11424-0.0010.
These values, while indicating some tension, are compatible within the theoretical uncertainty
of about 0.005 and are also compatible with previous H1 publications [24, 25] and with the
world average [27].

The simultaneous fit to the three normalised jet cross sections shows a large x?/ndf =
105/64. Since the results on « (M) from the normalised inclusive jets and the normalised di-
jets showed some tension, a large x?/ndf is expected. Although both measurements incorporate
the same dataset, the observables Pr and (Pr) are different. The analysis and various checks
suggest that the inclusive jet and dijet data are consistent, and thus the difference in a (M) is
assumed to arise from the theoretical cross section predictions. The k-factor which is defined as
the ratio of the cross section calculated in NLO and LO k = oxLo+L0/0L0, is an indicator for
missing higher orders in the QCD calculation. In order to ensure that observables have a small
dependence on (missing) higher orders, we repeat the simultaneous fit to the three normalised
jet cross section measurements using only bins with k-factors smaller 1.3. The resulting fit takes
contributions from 42 bins out of a total of 65 into account and shows a reasonable x?/ndf of
53/41. The resulting as(M ) is determined to be

as(Myz) = 0.1163 # 0.0008 (exp.) £ 0.0011 (had.) & 0.0014 (pdf) F000as (theo.).

The result is consistent with previous results in H1 publications [24]. The theoretical uncer-
tainties from missing higher orders, the PDF uncertainty and the hadronisation corrections are
significantly larger than experimental uncertainty.

9 Conclusion

Measurements of normalised inclusive jet, normalised dijet and normalised trjet cross sections
in the Breit frame in NC DIS in the range 150 < @Q? < 15000GeV? and 0.2 < y < 0.7
using the H1 data taken during the HERA-2 running are presented. The obtained jet cross
sections are corrected using a regularised unfolding procedure for detector effects and taking
correlations into account. Next-to-leading order calculations provide a good description of
the measurements, and a value of a,(My) is extracted from a simultaneous fit to all three
normalised measurements.
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NC DIS Selection 150 < Q% < 15000 GeV? 02 <y < 0.7

Inclusive jet 7 < Pr < 50GeV
Dijet 5 < P PI? < 50 GeV —1.0 < Mab < 2.5
: B - M12 > 16 GeV

Trijet | 5 < PF*, PI® Pl < 50 GeV

Table 1: Selection criteria for the NC DIS and jet samples.

| Variable | #bins detector level | #bins particle level | Lower bound | Upper bound |

Y 3 2 (+1) 0.08 gen: 1.0, rec: 0.7
Q* 15 8 120 GeV 40000 GeV
| Prje | 10 \ 6 | 3GeV |  100GeV |
| < Pr >pijet | 10 \ 6 [ 3GeV |  50GeV |
| < Pr >yt | 8 \ 5 | 3GeV | 30GevV |

Table 2: Kinematic range and number of bins of migration matrix for unfolding.

Bin number  Q? range (in GeV?) Bin label Prp or (Pr) range (in GeV)
1 150 < Q% < 200 a 7< Pr <11
2 200 < Q% < 270 B 11< Pr <18
3 270 < Q% < 400 v 18 < Pr < 30
4 400 < Q% < 700 5 30 < Pr <50
5 700 < Q% < 5000
6 5000 < Q? < 15000

Table 3: The bins in Q?, Py or { Pr) for inclusive jets, dijets and trijets as shown in the following
figures.
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Uncertainty
Measurement as(Mz) | experimental | had. | theory | PDF X /ndf
normalised inclusive jet 0.1197 0.0008 0.00118 | F3:995% | 0.0014 | 28.663/23 = 1.246
normalised dijet 0.1142 0.0010 0.0009 | *5-00% 1 0.0017 | 27.037/23 = 1.176
normalised trijet 0.1185 0.0018 0.0016 | T900%0 1 0.0013 | 12.013/16 = 0.751
normalised multijet 0.1177 0.0008 0.0011 | T9.99% 1 0.0014 | 104.61/64 = 1.634
normalised multijet (k < 1.3) | 0.1163 0.0011 0.0008 | T50033 | 0.0014 | 53.257/41 = 1.299

Table 4: The values of (M) fitting the individual measurements and fitting simultaneously
all three normalised multijet measurements. The determination of « (M) fitting simultane-
ously all the three measurements, however requiring a k-factor < 1.3 which results in taking
only 42 measurement bins out of 65.

# Entries

60

50

40F

30

20

10

[ Bin-by-bin
E Mean 0.12+0.11

E Regularized Unfolding
[ Mean 0.02+0.09

Pseudo Data
Django

Correction MC
Django

[ Bin-by-bin

F Mean 0.45+0.12

E Regularized Unfolding
[ Mean 0.14+0.10

Pseudo Data
Rapgap
Correction MC
Rapgap

Figure 1: Pull values of unfolded pseudo-data and true pseudo-data for all phase space bins for
a Monte Carlo unfolding using statistically independent events. For comparison also the pull
values using the bin-by-bin corrected pseudo-data and the true pseudo-data are shown.
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Figure 2: Pull values of unfolded pseudo-data and true pseudo-data for all phase space bins
where the unfolding matrix was generated with a different MC models than the pseudo-data.
For comparison the pull values using the bin-by-bin corrected pseudo-data are shown.
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Correlation Matrix
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Figure 3: The correlation matrix for all four measurements after the unfolding.
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Pull between two Correction Methods
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Figure 4: Pull values of the unfolded inclusive jet, dijet and trijet data vs the bin-by-bin corrected
data.

19



Normalised Inclusive Jet Cross Section
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Figure 5: The normalised inclusive jet cross sections as functions of () and the transverse
momentum in the Breit frame Pr. The inner error bars represent the statistical uncertainty. The
correlations of the statistical uncertainties cannot be seen in this plot but in the correlation matrix
in fig. 3. The NLO QCD predictions are shown with the symmetrised theory uncertainties
determined by scale variations. The ratio of NLO QCD with respect to data is shown in the
lower part of each plot. 20



Normalised Dijet Cross Section
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Figure 6: The normalised dijet cross sections in NC DIS as a function of the average transverse
momentum of the two leading jets (Pr) in the Breit frame in the phase space as defined in table
1 in bins of Q2.
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Normalised Trijet Cross Section
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Figure 7: The normalised trijet cross sections in NC DIS as a function of the average transverse
momentum of the three leading jets (Pr) in the Breit frame in the phase space as defined in
table 1 in bins of Q2.
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Figure 8: Normalised inclusive jet cross sections as functions of Q? and Pr and normalised
dijet and normalised trijet cross section as function of Q? and (Pr) with comparison to NLO
QCD predictions by NLOJET++ and QCDNUM using the CT10 PDF set and «as(Mz) = 0.118.
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Normalised Inclusive Jet Cross Section
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Figure 9: Ratio of the bin-by-bin corrected cross section of the normalised inclusive jets vs. the
unfolded cross sections. For comparison also the ratio of the QCD prediction vs. the unfolded
cross section is shown. The errors are shown in analogy to 5.
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Normalised Dijet Cross Section
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Figure 10: Ratio of the bin-by-bin corrected cross section of the normalised dijet vs. the un-

folded cross sections.
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Normalised Trijet Cross Section
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Figure 11: Ratio of the bin-by-bin corrected cross section of the normalised trijet vs. the un-
folded cross sections.
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