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Abstract

A precise knowledge of the integrated luminosity of the HERA collider is refef@n
various types of cross section measurements and for a precise determofatie parton
density functions of the proton. &p colliders, the integrated luminosity is often measured
in the Bethe Heitler process, using dedicated detectors located at smak.argléhis
paper, an alternative measurement of the integrated luminosity is presexpéaiting the
elastic QED Compton procesp— > evyp. Both the electron and the photon are detected
in the H1 backward calorimeter. The integrated luminosity of the data recimdz@D3 to
2007 is determined with a relative precision66.85%(stat)+ 2.12%(sys), where (stat) is
the statistical uncertainty and (sys) is the total systematic uncertainty. Thereeent is
found to be compatible with the corresponding Bethe-Heitler analysis.



1 Introduction

For particle collider experiments, knowledge of the ina#dgd luminosity is an essential ingre-
dient to any type of data analysis. For a particle collidethieam particlep; andp,, the
instantaneous luminosity is defined as

fnN1 Ny
A

where f is the revolution frequency; is the number of colliding bunches per revolution, and
N; (N2) is the number of particles of type (p2) per bunch. The effective cross section of
the beams isl. The time-integrated luminosity relates the cross sectigp, . x of a reaction
p1p2 — X to the number of events expectdd, ,,_. x in the time intervall’

/ L(tydt = “me=X 2
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As it is difficult to determine all beam parameters at perdewl, in particular those defining
A, the integrated luminosity often is determined by countimgnumber of observed events in
a specific reactiop;p, — X with a well known cross section.

At HERA, the colliding beams are protons and electfon¥he proton beam energy is
E, = 920 GeV and the electron beam energyA§ = 27.6 GeV. The reaction which is used
to determine the luminosity is the production of an add#ilophoton in elastiep scattering,
ep — eyp. Depending on the phase space considered, this procefsreddo as Bethe-Heitler
(BH) scattering or QED Compton (QEDC) scattering. In the BHcpss both the electron and
the photon are emitted colinear to the incident electrore ddrresponding cross section is very
large, O(100 mb). Dedicated small angle detectors are used to record BH véntontrast,
for QEDC scattering, the particles have a sizeable trassveromentum with respect to the
incident electron. However, the momentum transfer at tloéopr vertex is still close to zero.
At larger momentum transfer, inelastic processes domiaatkethe reaction becomes sensitive
to the proton structure function [1]. Within the phase-spagnsidered for this analysis, typical
elastic QEDC cross sections afH0.1 nb). The events are recorded using the main detector
also used for other physics analyses.

2 H1 Detector

A detailed description of the H1 detector can be found in (jly the components essential to
the present analysis are described here. The origin of theddfdinate system is the nominal
ep interaction point. The direction of the proton beam defirtes positivez—axis (forward
direction). Transverse momenta are measured incthelane. Polar{) and azimuthal )
angles are measured with respect to this reference systém.pJeudorapidity is defined as
n = —logtan(6/2).

LIn this paper the term “electron” is used generically to réfeboth electrons and positrons.



In the backward regior-4.0 < n < —1.4, a lead-scintillating fibre calorimeter (SpaCal) [3]
is used for the identification and measurement of both théesea electron and the scattered
photon. The energy resolution for electromagnetic showges$FE)/E ~ 7.1%/+/FE/GeV &
1%. The electromagnetic section of the SpaCal is read out i oélsize4 x 4cm in thexy
plane. Thery position of a shower is reconstructed as an energy weigheahrof the cell
centres. After applyingy dependent corrections, the position resolution is of osdemm in
the energy range relevant for this analysis.

The liquid argon (LAr) calorimeter covers the rangé.5 < n < 3.4. Its energy resolution
iso(E)/E ~ 50%/+/FE/GeV for hadronic showers, as obtained from test beam measure-
ments [4].

The central region of the detector is equipped with a setamlking detectors (CTD). There
are the two concentric central jet chambers (CJC) and theatesilicon tracker (CST) [5],
which together measure the transverse momenta of chargeclgmin the angular rang#)° <
6 < 160°. In the backward region the tracking is complemented by #ekWard proportional
chamber (BPC), located directly in front of the SpaCal. Theare¢émner proportional chamber
(CIP) [6] is located between the CJC and the CST. It consists efdinambers with a radial
spacing ofg mm, where the innermost layer is located at a radiussof cm. Inp there is a
16-fold segmentation, whereasirthe segments have variable size, ranging fio&cm in the
innermost layer t@.3cm in the outermost layer. The CIP has an angular acceptante in
rangel0° < 6 < 170°.

The calorimeters and tracking detectors are located irsldege superconducting solenoid,
providing a uniform field ofl.16 T strength. The return yoke of the solenoid is instrumented
and serves as a muon detector. Further away from the detattox —6 m there is a system
of scintillators (VETO). Timing signals from the VETO wersed during data taking to reject
particles originating from nomyp interactions of the proton beam in the HERA tunnel. The
luminosity system for measuring the Bethe-Heitler prooessists of an electron tagger located
atz = —5.4m and a photon calorimeter locatedzat —103 m.

3 Signal and Background processes

Various Monte Carlo event generators (MC) are used to predjoiasand background pro-
cesses. A GEANT [7] simulation of the H1 detector is perfodnfier each generated event,
where also the relevant time-dependencies such as chamgjes detector setup and varying
beam conditions are taken into account. After detector kitimn, the events are passed through
the same reconstruction algorithms as were used on the data.

The QEDC signal is simulated using the COMPTON22 event géme@. This generator
produces elastic, quasi-elastic and inelastic events.y @lalstic QEDC events are taken as
signal, the other events are treated as background. Theématgtion of quasi-elastic events
is modelled using the SOPHIA package [9], whereas for iniel@sents string fragmentation,
implemented in PYTHIA [10] is used. For the elastic QEDC sigfinal state radiation from the
electron has been included in the COMPTONZ22 generator usengetevant PYTHIA routines.



Select exactly two SpaCal clusters

Radial distance from beafit < R < 72cm

Reconstruct CIP vertex

Identify electron/photon
One CIP vertex two CIP vertexes
electron has CIP vertex | select hypothesis with
photon has no CIP vertexAyp closest tol 80°

min(E,, £,) > 7GeV andmax(E,, E,) > 10 GeV

|2vix| < 35cm

170° < Ap < 190°

155.9° < 6.,6, < 169.5°

| PMiss) < 0.3GeV

No third SpaCal cluster witlk > 20 cm andF > 2.2 GeV

Energy in LAr atf < 10° is below0.5 GeV

Only CTD track pointing te or v are allowed

Table 1. Summary of the criteria to select QEDC events. Detae given in the text.

An important source of background are higher order QEDC gsses, producing additional
electron-positron pairs;p — epe~et. These processes are simulated using the GRAPE gen-
erator [11]. Other background originates mainly from vasdliffractive processes, namely
deeply virtual Compton scattering (DVCS), Diffractive Vectdeson (VM) production and
non-resonant diffraction. DVCS is modelled using the MILO&hgrator [12]. Diffractive Vec-
tor Meson (VM) production is simulated using the DIFFVM etvgenerator [13], where the
production ofp, w, ¢, J/W¥, U" andY is considered. For the case pfproduction, DIFFVM
is modified such that decays td~ andn"~y are included. Non-resonant diffraction is simu-
lated using the RAPGAP event generator [14]. Backgrouneh finon-diffractive deep-inelastic
scattering (DIS) is simulated using DJANGO [15] and is foamthe negligible.

4 Event salection

Elastic QEDC events are selected by requiring two compadtets in the electromagnetic
section of the SpaCal. A summary of the selection criteriaivgergin Table 4. The radial
distance from the bean®, of the clusters is restricted. The conditiéh> 30 cm ensures that
particles originating from the nominal interaction regeme within the CIP acceptance, whereas
the requiremenk < 72 cm ensures that the showers are well contained in the SpaCal.

Electron trajectories are reconstructed using also the Gditbers. Hits in the CIP chamber
are associated to the SpaCal clustepiand adjacent hits are merged to CIP clusterg end
z. This merging is done separately for each layer. A straigi fit of the CIP clusters and
the SpaCal cluster in the: plane is performed, where outliers are rejected. The coatdi
Is the radial distance from theaxis, where the azimuthal direction is taken from the SpaCal
cluster. After outlier rejection, there are up to five aceep€CIP clusters, corresponding to the



five CIP layers. If there is only one accepted CIP cluster, iissatded. Next, the centre-of-
gravity of the CIP clusters in thez plane is calculated. Finally, the CIP centre-of-gravity in
rz , together with the SpaCal energy and the SpaCal position @ tasreconstruct a helix
trajectory in three dimensions, pointing back to the origirthe interaction. For determining
this helix, the beam spot and beam tilt are also &s&He direction of bending in the magnetic
field is chosen assuming that the particle charge is equaktatiarge of the beam lepton. The
algorithm finally returns the origin of the interaction (ClBrtex) and the momentum vector at
the CIP vertex.

The electron and the photon are then identified, making useedielix fit results. If there
Is no CIP vertex, the event is rejected. If there is only onsteluwhich has a CIP vertex, that
cluster is taken as the electron and the other cluster imtakéhe photon. The photon momen-
tum vector is calculated from the photon cluster energy asttaaght line trajectory pointing
from the electron’s CIP vertex to the photon cluster positibboth clusters have CIP vertexes,
it is assumed that the photon has converted into an elepisitron pair while passing the ma-
terial in front of the CIP detector. For the reconstructiomp thypothesis are checked in that
case. First, one of the clusters is taken as the electronthenghoton momentum is calculated
using the energy and position of the other cluster as destabove. The difference in azimuth
between the so determined electron and photon candidatentam ¢, is determined. Next,
the role of the electron and the photon are exchanged and tgadifference in azimuthy,,
Is calculated. Finally a decision is taken for either the farsthe second hypothesis, whichever
has a difference in azimutiecloser to180°. For elastic QEDC events, the probability to misiden-
tify the particles, as predicted by the simulation(i3% (16%) if one (both) clusters have CIP
vertexes.

Once the electron and photon have been identified; pasition of the electron CIP vertex,
2k IS checked. Only events whefe| < 35cm are considered for the analysis. Having
reconstructed the two calibrated particle momenta, amfthii requirements are added: on the
most energetic particle’s energyax(E., E.,) > 10 GeV, on the least energetic particle’s energy
min(E,, E,) > 7GeV, on the polar angles35.9° < 6.,60, < 169.5°, on the difference in
azimuth170° < Ag < 190° and on the modulus of the transverse component of the vaator s
of the particle momentgP™ss) < 0.3 GeV.

In addition there are veto conditions on additional actiintthe detector. Events are rejected
if the energy in the forward part of the LAr calorimeter, wigiolar angled < 10°, exceeds
0.5 GeV or if there are tracks reconstructed in the central ®ackor this track counting, only
high quality tracks linked to a primary vertex are selected eiacks which are pointing to either
the electron or the photon are excluded.

The total number of elastic QEDC candidate evenig 7. The energies and polar angles
are shown in figure 1. Within uncertainties, the variablesdeascribed. Of particular interest
is the| P"ss| distribution, figure 2, where the data are compared to thigtien and all back-
ground sources are indicated. The ratio of data to the pedis shown in figure 3. Thp5{p“‘ss|

2The beam spot is defined as the averagady position of interactions which take placezat= 0. The beam
tilt is a slope correction for interactions at# 0. These parameters were monitored during the H1 operatitin wi
the help of the CJC detector.

3The difference in azimuth is defined such that it is in the es0fg< Ay < 360°. Where necessary, multiples
of 360° are added.



distribution is described within the uncertainties. The |d§§1“55| < 0.3 GeV removes regions
with large background contribuutions.

5 Systematic uncertainties

Systematic uncertainties on the elastic QEDC measuremapth® categorised as follows:

experimental uncertainties, background uncertaintiesQEBDC theory uncertainties. The ex-
perimental uncertainties originate from two sourcesgeigand reconstruction. A summary of
the systematic uncertainties is given in table 5. Additidinae-dependent uncertainties may be

Trigger uncertainties 0.22%
Background uncertainties 1.17%
Reconstruction uncertaintiesl.41%
QEDC theory uncertainties 1.05%
Statistical uncertainties 0.85%

Table 2: uncertainties on the determination of the lumityassing elastic QEDC events.

present in cases where the integrated luminosity detednimthe present analysis is applied to
different subsets of the H1 data.

5.1 Trigger uncertainties

During online data taking, events were selected based omeidence of certain trigger condi-
tions. The main trigger condition was based on calorimefricrmation in the SpaCal. It had
an efficiency of more thaf5% for compact clusters with energids > 6 GeV, rising above
99.8% for energiesk > 10 GeV. Both the electron and the photon from the elastic QEDC re
action are efficient to fire the SpaCal trigger. For certairetiperiods there were small regions
opposite in phi with reduced efficiency. This leads to an wagaty of 0.02%. The other trigger
conditions were related to the VETO detector. These triggeditions had inefficiencies of
typically 1% for data taken up to the year 2005 and@% after 2006. They are corrected by
applying time-dependent weights to the data events. Thegmonding uncertainty i$22%.

5.2 Background uncertainties

The fraction of quasi-elastic and inelastic QEDC eventsligted by the COMPTON22 gen-
erator have been verified by investigating the vector sunm@fdectron and photon transverse
momenta,ﬁjrf“ss. The vector]3Tmiss is decomposed into components paraIIeIB:,Q)( and per-
pendicular to £7+) the electron transverse momentum. Normalisation fadtmrshe sum of
quasi-elastic and inelastic QEDC, referred to as “non-el&3EDC”, are extracted from fits
to P} and P+ for |PMss > 0.3GeV. The distributions of?). and P inside the analysis
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phase space as well as ﬂd_?'g“sﬂ > 0.3GeV are shown in figure 4. Both the parallel and the
perpendicular components are described well. Outside ¢n@mal analysis phase space the
non-elastic QEDC contributions dominate at Ia@%or large P#+. The normalisation factors
determined in the fits are compatible withwithin 25%.

The DVCS cross-section predictions obtained with the MILOOgoam are in agreement
with recent H1 measurements [16]. Uncertaintie8®# for the elastic DVCS process aftd%
for proton dissociative DVCS are considered.

The elastic VM production rates are normalised using deéeécaelections as close as pos-
sible to the QEDC analysis. However, instead of requiringhatpn in the SpaCal, a vec-
tor meson is reconstructed. The— 77—, ¢ — KK, J/V — (T(~ (¢ = e,u) and
¥’ — (+/— are reconstructed from two oppositely charged tracks,atiedein the CTD. The
w — 7wt~ is reconstructed from two charged tracks and one or two akuoalorimeter
clusters. Thel' — ete™ is reconstructed using a sample of photoproduction evarfitsre an
electron/positron pair from th& decay is reconstructed in the SpaCal, one of the SpaCal clus-
ters matched with a central track, and the scattered eledroutside the acceptance of the H1
detector. The following normalisation uncertainties avagidered20% on p and¢ production,

50% on J/W¥, and100% onw, ¥’ andT.

The rate of non-resonant diffractive events, simulatedgi®#APGAP, is normalised using
a selection of low multiplicity final states, where the efeatis reconstructed in the SpaCal and
one up to to three additional particles are found. The uag®st is found to be30%.

For the QED Processes modelled by GRAPE, an uncertainty%fis estimated, taking
into account possible higher order effects.

5.3 Reconstruction uncertainties

Reconstruction uncertainties originate mainly from thdenstanding of the SpaCal response to
electrons and photons, when reconstructing their energg.pfimary SpaCal energy calibration
is done using electrons in DIS events [17]. However, the Spa@ergy response is slightly
different for electrons and photons. Furthermore, it igfdthat the calibration can be improved
by correcting the energy response as a function of the tease\cluster size,,, . The variable
Ry, Is calculated as a centre-of-gravity of SpaCal cell pos#tjarsing weights proportional to
the logarithm of the energy. For the QEDC analysis, dedicateltiplicative calibration factors
are applied to the SpaCal cluster energies for electronscoaowerted photons and converted
photons, respectively. These multiplicative factors ateeh to be a linear function ok, .
The corresponding constants are determined by applyingldeangle calibration methods to
a selection of QEDC events, where the cut on the momentunmd:mlbf’}“iss\ < 0.3GeVis
replaced by a loose cut on the difference in azimuih® < Ae < 190°. Fits are made to
distributions of Pr/ Pr p 4, where Py is the measured transverse momentum &ng 4 is the
predicted transverse momentum. The predicted transvessgamium is given by

)

1 —cost 1—cosb, -1
- + — ,
sin 6, sin 0,

Prpa=2FEy (
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whered, andd, are the polar angles of the electron and the photon, respéctiin addition
to the calibration factors, calculated from fits of the paasitof the maximum in these distri-
butions, the energy resolution is checked. The MC simufatias small deficits to describe
tails towards lower transverse momenta in #g/ Pr p 4 distributions for both electrons and
photons. This is corrected for by applying an extra smeavirtfpe reconstructed energies. An
energy offsetAFE = (6 — 1) Ey/2 is subtracted, wheré& is a random number drawn from an
exponential distribution. The parameter describing thgeetation value of of the exponential
is chosen as = 1% =+ 0.5%. The difference) — 7 is used for the smearing £, such that the
expectation value oA E is zero. This has the desired effect that the peak positidty @ p 4

is affected only little by the smearing. This procedure iplegal for all generated electrons and
photons which are matched to one of the reconstructed ctusiéer parameters are varied
independently for generated electrons and photons. Figsteows the ratid’r./Pr p4 and
Pr../Pr.pa for electrons and photons, respectively. The data agree tivé simulation well
within the systematic uncertainties. These are dominayathbertainties of the energy resolu-
tion, described above, and by variations of the energy sddie energy scale of the electrons
and of the photons is varied loy5% each. In addition, a simultaneous variation of the electron
and photon energy scale by anothe€i% is considered.

The SpaCal position resolution is found to be better in deda th the simulation. For this
reason, the reconstructed position in MC is pulled towahneseixtrapolated SpaCal position of
the corresponding generated particles. A consfant0.14 + 0.05 is used for this procedure,
wheref = 0 (f = 1) corresponded to the reconstructed (generated) posiiitwe. effect of
the position resolution error is visible in figure 6, where thifference in azimuthp, — ¢, is
shown. The data are described by the prediction within tiséesyatic uncertainties, which, for
this figure, are dominated by the variation fof

The CIP efficiency for electrons is determined in data andearstmulation using DIS events.
It is found to be nea®9% in data. For MC, the efficiency is ne89.5%. MC. A correction as a
function of the SpaCal radiuB is made by dropping a fraction of CIP vertexes in the simula-
tion. The CIP spatial resolution is adjusted according toragarison of the CIP vertex, recon-
structed from the electron, and the CTD vertex, reconstdufitam thex™ 7~ pair in elasticp
decays. The conversion rate of photons in front of the CIP dewestimated in the simulation.
In data, the conversion probability is aroud2is, whereas the MC predic®%. This is cor-
rected by mimicking conversion effects for a fraction of etgewith non-converted photons. For
these events, extra CIP clusters near the expected posigadded, and the energy response
is scaled to match the expectation for converted photonsestonating systematic effects, the
three CIP related corrections described above are switctietd® by one, and the difference is
considered as uncertainty.

The alignment of the SpaCal and CIP detectors is found to baspren the mm scale.
Systematic effects are estimated by varying the Spa@akition by+5 mm.

The distribution of the vertex at HERA is dominated by a Garssiearz = 0cm with
a width of approximatelyi0 cm. The proton beam also exhibits prominent satellite peéks
similar width, leading to collisions neat70 cm. In addition, there is an excess of collisions
near40 cm, as compared to the simple model including only collisisom the main bunch and
from the satellites. The simulated vertex distributionaseighted such that the full interaction
region is described, and the difference to the simple mad@ken as systematic error.
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The identification of compact electromagnetic clusterhism$paCal is checked by relaxing
selection cuts. The uncertainty is found tobe4%. The uncertainty on the CTD track recon-
struction efficiency oR% per track affects the analysis through the track veto. Theieficy
of the LAr energy veto is checked by relaxing the veto condito £ < 1 GeV.

54 QEDC theory uncertainties

Uncertainties to the elastic QEDC cross section arise mdiiom two sources: higher order
corrections and the knowledge of the proton form factors.

In the original COMPTONZ22 generator, higher orders are satad in the peaking approx-
imation [18]. Improved higher order corrections have bealcwated [19] in the leading loga-
rithmic approximation using a photon radiator [20]. For pfugpose of this analysis, the COMP-
TON22 events have event weights assigned such that thesgossn predicted by the photon
radiator method is reproduced. The difference to the calgBOMPTON22 prediction is taken
as systematic error due to higher order effects. The el@HDC cross section also depends
on the proton electric and magnetic form factors. In COMPTQIldXimple parameterisation
(DIPOLE) of the form factors, based on a dipole model is impated. For this analysis, re-
cent form factor fits of DIS data [21] are taken into accougiia using an event weighting
technique. Two such parameterisations have been testéd (TWE) and without (NOTPE)
two-photon exchange corrections. As no two-photon excaaagrections are included in the
COMPTONZ22 generator, the NOTPE parameterisation is pedei22]. The difference be-
tween NOTPE and DIPOLE is taken as systematic uncertairitys worth noting that this
difference is about a factor of two larger than the diffeeebetween NOTPE and TPE.

In figure 7 the distribution of the variableZ — p.)/(2Ey) is studied. This variable is
calculated from the sum of the four-momenta of the electrahthe photon. The distribution of
this variable is expected to peak néaiThe tail to small £ — p.)/(2E,) originates from initial
state radiation, whereas values larger thamow up due to resolution effects. It is remarkable
that the data are described within the systematic and tstatisincertainties for all values of
(E — p.)/(2Ey). As expected, the peak region is dominated by experimemezertainties,
whereas the region of of smalE — p.)/(2E,) is dominated by uncertainties of the QEDC
cross section.

5.5 Time-dependent uncertainties

In order to apply the QEDC luminosity to other analyses, fbgsising restricted H1 data sets,
a luminosity calculation differential in time is requirethis is achieved using DIS events mea-
sured in the SpaCal. The DIS selection follows the selectemtdbed in [17] but is restricted in
phase space such that the rate is most insensitive to thagvposition of the interaction vertex
in z. The DIS event counts for each fuare used to define the relative luminosity within one
run, and the overall normalisation is taken from the QEDOyamis. The statistical uncertainty

4H1 data is grouped into runs, where new runs are started wheudiata taking conditions changed. A run
typically spans about 30 minutes of data.



of the DIS selection is negligible, but an additional timepdndent systematic error 86%

Is introduced. It originates mainly from the SpaCal trigged drack linking efficiencies [17].
Figure 8 shows the results of the elastic QEDC analysis paed in bins of abou5 pb™*,
normalised to the global QEDC analysis with the DIS yieldrections applied. Four data tak-
ing periods, corresponding to distinct configurations & HHERA machine or the H1 detector
are indicated. During the periods (1) and (1V), the HERA maethwas operated with a positron
beam, whereas for (1) and (lll) an electron beam was usedh&umore, the H1 detector was
modified slightly between the indicated periods. The twohnods of measuring differential in
time are in good agreement, taking into account the steaidtuctuations of the time-dependent
QEDC analysis and the time-dependent systematic unceéeswof the DIS yield method.

6 Results

Elastic QED Compton events are selected in the H1 detectag tis¢ full data sample collected
in the years 2003 to 2007. The luminosity of the data sampuletisrmined by counting the data
events and normalising the total MC prediction to the datae $tatistical error amounts to
0.85%, whereas the total systematic erroRi$2%. For the selected data sample, the integrated
luminosity is determined to b £(¢)dt = 350.5+8.0 pb™", in agreement with the Bethe Heitler
measurement which has a relative uncertaint$.6%. A procedure to measure the luminosity
of arbitrary data samples is defined based on time dependeettons. These corrections are
derived from an independent selection of DIS events an haveasion of1.5%.

7 Summary

The integrated luminosity of the H1 data taken in the yea@322007 is determined using
the QED Compton process. The precision of the measureme8%. The uncertainties
are about equally shared between experimental uncedsjninderstanding the elastic QEDC
cross section and understanding the background to the me@asat. The statistical uncertainty
Is small compared to the systematic uncertainties.

8 References

References

[1] A. Aktas et al. [H1 Collaboration], “Measurement of the proton structuradtion F2
at low Q**2 in QED Compton scattering at HERA,” Phys. Lett. 38 (2004) 159
[arXiv:hep-ex/0406029].

[2] 1. Abt et al. [H1 Collaboration], “The H1 detector at HERA,” Nucl. InstruMeth. A 386
(1997) 310;
I. Abt et al. [H1 Collaboration], “The Tracking, calorimeter and muoneizors of the H1
experiment at HERA’



[3] Nucl. Instrum. Meth. A386 (1997) 348;
R. Appuhnet al. [H1 SPACAL Group], “The H1 lead/scintillating-fibre caloreter,”
Nucl. Instrum. Meth. A386 (1997) 397.

[4] B. Andrieu et al. [H1 Calorimeter Group], “Beam tests and calibration of the Iigiiid
argon calorimeter with electrons,” Nucl. Instrum. Meth3B0 (1994) 57.
B. Andrieuet al. [H1 Calorimeter Group], “Results From Pion Calibration Ruis Fhe
H1 Liquid Argon Calorimeter And Comparisons With Simulatigriducl. Instrum. Meth.
A 336 (1993) 499.

[5] D. Pitzl et al., Nucl. Instr. and Meth. A54 (2000) 334 [hep-ex/0002044].
[6] J. Beckeret al., Nucl. Instrum. Meth. A686 (2008) 190 [arXiv:physics/0701002].
[7] R. Brunet al., CERN-DD/EE-84-1 (1987).

[8] A. Courau and P. Kessler, “QED Compton scattering in higbrgy electron - proton
collisions,” Phys. Rev. &6 (1992) 117,
V. Lendermann, Doctoral Thesis, University of Dortmund2(DESY-THESIS-02-004]

[9] A. Mucke, R. Engel, J. P. Rachen, R. J. Protheroe and fieSfdMonte Carlo simulations
of photohadronic processes in astrophysics,” Comput. Rgsamun.124 (2000) 290
[arXiv:astro-ph/9903478].

[10] T. Sjostrand, P. Eden, C. Friberg, L. Lonnblad, G. MiuMsenna and E. Norrbin, “High-
energy physics event generation with PYTHIA 6.1,” ComputyS2lCommun 135, 238
(2001) [arXiv:hep-ph/0010017].

[11] T. Abe, GRAPE-Dilepton version 1.1, “GRAPE-Dileptoviefsion 1.1): A generator for
dilepton production inep collisions”, Comput. Phys. Commuri36 (2001) 126 [hep-
ph/0012029].

[12] E. Perez, L. Schoeffel and L. Favart, “MILOU: A Monte-@afor deeply virtual Compton
scattering”, hep-ph/0411389.

[13] B. List, A. Mastroberardino, “DIFFVM: A Monte Carlo geredor for diffractive processes
in ep scattering” in A. Doyleet al. (eds.), Proceedings of the Workshop on Monte Carlo
Generators for HERA Physics, DESY-PROC-1999-02 (1999) 396.

[14] RAPGAP 3.1: H. Jung, “Hard diffractive scattering irghienergy e p collisions and the
Monte Carlo generator RAPGAP,” Comput. Phys. Comn88(1995) 147.

[15] G. Schuler and H. Spiesberger, Proc. of the Workshop on Physics ERA eds.
W. Buchnller, G. Ingelman, Hamburg, DESY (1992) 1419.

[16] F. D. Aaronet al. [H1 Collaboration], “Deeply Virtual Compton Scattering and i
Beam Charge Asymmetry in*p Collisions at HERA,” Phys. Lett. B581 (2009) 391
[arXiv:0907.5289 [hep-ex]].

10



[17] F. D. Aaronet al., “Measurement of the Inclusive®p Scattering Cross Section at
High Inelasticity y and of the Structure Function FL,” EuhyB. J. C71 (2011) 1579
[arXiv:1012.4355 [hep-ex]].

[18] E. Etim, G. Pancheri and B. Touschek, Nuovo Ct1B (1967) 276;
G. Pancheri, Nuovo CinG0A (1969) 321.

[19] H. Anlauf, H. D. Dahmen, P. Manakos, T. Mannel and T. @dfmstadt- Siegen Collab-
oration], “Higher order radiative corrections to the QED Cuion events at HERA,” Z.
Phys. C52 (1991) 655.

[20] G. Montagna, O. Nicrosini and L. Trentadue, “QED rathatcorrections to lepton scat-
tering in the structure function formalism,” Nucl. Phys3B7 (1991) 390.

[21] J. Arrington, W. Melnitchouk and J. A. Tjon, Phys. Rev. 16, 035205 (2007)
[arXiv:0707.1861 [nucl-ex]].

[22] J. R. Arringtion, June 2011, private communication.

11



H1 QED Compton luminosity
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Figure 1: kinematic quantities of the selected electrootph pair, (a) the minimum polar an-
gle, (b) the maximum polar angle, (c) the minimum energytii@)maximum energy. The data
are shown as black dots with the statistical uncertaintiegcated as vertical bars. The pre-
diction, normalized to the QEDC luminosity, is indicatedaasolid line, with the systematic

uncertainties attached as shaded area. Also shown is tiiebction from background. The

hatched areas are excluded by the selection criteria.
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H1 QED Compton luminosity

0IIRR XN H1 preliminary data
QEDC elastic [76.81%)]
QEDC p-diss [6.86%)]
QEDC inelastic [6.73%]
DVCS elas [2.12%)]
DVCS p-diss [0.56%)]
GRAPE [1.15%]
RAPGAP+DJANGO [2.76%]
DIFFVM rho [1.96%]
DIFFVM omega [0.41%)]
DIFFVM phi [0.27%)]
DIFFVM J/Psi [0.19%)]
DIFFVM J/Psi gp [0.01%)]
DIFFVM Psi' [0.17%)]
DIFFVM Upsilon gp [0.02%]

LKL
G RRRRRIERRRKRKN
XSS

00O oOIISO000008:
XX

AVaS

number of events

0 0.5 1 1.5 2
PTsS [GeV]

A

Figure 2: modulus of the vector sum of the electron and phattansverse momenta. The
data are shown as black dots with the statistical uncertaimdicated as vertical bars. The
prediction, normalized to the QEDC luminosity, is also shpdecomposed into contributions
from the elastic QED Compton signal and the background sewesidered for this analysis.
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Figure 3: modulus of the vector sum of the electron and photomsverse momenta. The ratio
of data to the prediction, normalized to the QEDC lumingsgyshown as black dots with the
statistical uncertainties indicated as vertical bars. baekground fraction and the size of the
systematic uncertainties are also shown.
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H1 QED Compton luminosity

@ (%) —4— H1 preliminary data
é é . - —— MC prediction

v 103k o 10" [ non-elastic QEDC
© : ‘5 : other background
g i g ook [ syst. uncert.

102 : N
-0.2 0 0.2 -0.2 0 0.2
P1[GeV], P™*<0.3 GeV P} [GeV], P™*<0.3 GeV

2 a
g 10°F 3
> N >
o o
© ©
) )
el Q
S S
S S
< 10%F <

PR [T TR TN TR [N SR TR TN S

-0.5 0 0.5

P1[GeV], P™>0.3 GeV P} [GeV], P™*>0.3 GeV

Figure 4: Components of the photon plus electron transversaentum sumﬁq’Pis-‘: left col-
umn the component perpendicular to the electron transvemeents, right column the com-
ponent parallel to the electron transverse momentum. Tipemumw shows the distributions
inside the analysis phase space, the lower row shows thrédigins for PSS > 0.3 GeV. The
data are shown as black dots with the statistical unceraimidicated as vertical bars. The
prediction, normalized to the QEDC luminosity, is indichtes a solid line, with the systematic
uncertainties attached as shaded area. Also shown arentrébation from non-elastic QEDC
and from other background sources.
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H1 QED Compton luminosity
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Figure 5: Ratio of measured to predicted transverse momeffitw electrons and photons.
The predicted transverse momentum p4 is calculated using the double angle method as
explained in the text. The data are shown as black dots. Tédighion, normalized to the
QEDC luminosity, is shown as a solid line, with two types o$tgynatic uncertainty attached.
The inner (outer) uncertainty originates from the energgohetion (energy scale) variation.
Energy scale variations common to the electron and pho®natrincluded. Also shown is the
contribution from background processes.
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Figure 6: Difference in azimuth between the electron andpiiheton. On the left, the event
counts are shown, whereas on the right the ratio of data te@apon is drawn. The data are
shown as black dots with statistical uncertainties in@didats vertical bars. The prediction, nor-
malized to the QEDC luminosity is shown as a solid line witkteynatic uncertainties attached
as a shaded area.
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Figure 7: The variablé’—p. calculated from the sum of the electron and photon four-ndee

On the left the event counts are shown, whereas on the rightatio of data to expectation is
drawn. The data are shown as black dots with the statistioartainties indicated as vertical
bars. The prediction, normalized to the QEDC luminosityindicated as a solid line, with

various components of the systematic uncertainties atthah shaded areas.
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Figure 8: Integrated luminosity measured from elastic QE®Ents in bins of approximately
25pb~t, divided by the luminosity derived from the QEDC analysistba full sample with
time-dependent corrections applied. The statistical uangies of the binned QEDC analysis
as well as the uncertaintes of the time-dependent corregtivere applied to four data taking
periods (I)—(1V), are indicated.
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