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Abstract

A precise knowledge of the integrated luminosity of the HERA collider is relevant for
various types of cross section measurements and for a precise determination of the parton
density functions of the proton. Atep colliders, the integrated luminosity is often measured
in the Bethe Heitler process, using dedicated detectors located at small angles. In this
paper, an alternative measurement of the integrated luminosity is presented,exploiting the
elastic QED Compton processep− > eγp. Both the electron and the photon are detected
in the H1 backward calorimeter. The integrated luminosity of the data recordedin 2003 to
2007 is determined with a relative precision of±0.85%(stat)± 2.12%(sys), where (stat) is
the statistical uncertainty and (sys) is the total systematic uncertainty. The measurement is
found to be compatible with the corresponding Bethe-Heitler analysis.



1 Introduction

For particle collider experiments, knowledge of the integrated luminosity is an essential ingre-
dient to any type of data analysis. For a particle collider with beam particlesp1 andp2, the
instantaneous luminosity is defined as

L(t) =
fnN1N2

A
(1)

wheref is the revolution frequency,n is the number of colliding bunches per revolution, and
N1 (N2) is the number of particles of typep1 (p2) per bunch. The effective cross section of
the beams isA. The time-integrated luminosity relates the cross sectionσp1p2→X of a reaction
p1p2 → X to the number of events expectedNp1p2→X in the time intervalT

∫

T

L(t)dt =
Np1p2→X

σp1p2→X

. (2)

As it is difficult to determine all beam parameters at percentlevel, in particular those defining
A, the integrated luminosity often is determined by countingthe number of observed events in
a specific reactionp1p2 → X with a well known cross section.

At HERA, the colliding beams are protons and electrons1. The proton beam energy is
Ep = 920 GeV and the electron beam energy isE0 = 27.6 GeV. The reaction which is used
to determine the luminosity is the production of an additional photon in elasticep scattering,
ep → eγp. Depending on the phase space considered, this process is referred to as Bethe-Heitler
(BH) scattering or QED Compton (QEDC) scattering. In the BH process both the electron and
the photon are emitted colinear to the incident electron. The corresponding cross section is very
large,O(100 mb). Dedicated small angle detectors are used to record BH events. In contrast,
for QEDC scattering, the particles have a sizeable transverse momentum with respect to the
incident electron. However, the momentum transfer at the proton vertex is still close to zero.
At larger momentum transfer, inelastic processes dominateand the reaction becomes sensitive
to the proton structure function [1]. Within the phase-space considered for this analysis, typical
elastic QEDC cross sections areO(0.1 nb). The events are recorded using the main detector
also used for other physics analyses.

2 H1 Detector

A detailed description of the H1 detector can be found in [2].Only the components essential to
the present analysis are described here. The origin of the H1coordinate system is the nominal
ep interaction point. The direction of the proton beam defines the positivez–axis (forward
direction). Transverse momenta are measured in thexy plane. Polar (θ) and azimuthal (ϕ)
angles are measured with respect to this reference system. The pseudorapidity is defined as
η = − log tan(θ/2).

1In this paper the term “electron” is used generically to refer to both electrons and positrons.
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In the backward region−4.0 < η < −1.4, a lead-scintillating fibre calorimeter (SpaCal) [3]
is used for the identification and measurement of both the scattered electron and the scattered
photon. The energy resolution for electromagnetic showersis σ(E)/E ≃ 7.1%/

√

E/GeV ⊕
1%. The electromagnetic section of the SpaCal is read out in cells of size4 × 4 cm in thexy
plane. Thexy position of a shower is reconstructed as an energy weighted mean of the cell
centres. After applyingxy dependent corrections, the position resolution is of order3.5 mm in
the energy range relevant for this analysis.

The liquid argon (LAr) calorimeter covers the range−1.5 < η < 3.4. Its energy resolution
is σ(E)/E ≃ 50%/

√

E/GeV for hadronic showers, as obtained from test beam measure-
ments [4].

The central region of the detector is equipped with a set of tracking detectors (CTD). There
are the two concentric central jet chambers (CJC) and the central silicon tracker (CST) [5],
which together measure the transverse momenta of charged particles in the angular range20◦ <
θ < 160◦. In the backward region the tracking is complemented by the backward proportional
chamber (BPC), located directly in front of the SpaCal. The central inner proportional chamber
(CIP) [6] is located between the CJC and the CST. It consists of five chambers with a radial
spacing of9 mm, where the innermost layer is located at a radius of15.7 cm. In ϕ there is a
16-fold segmentation, whereas inz the segments have variable size, ranging from1.8 cm in the
innermost layer to2.3 cm in the outermost layer. The CIP has an angular acceptance inthe
range10◦ < θ < 170◦.

The calorimeters and tracking detectors are located insidea large superconducting solenoid,
providing a uniform field of1.16 T strength. The return yoke of the solenoid is instrumented
and serves as a muon detector. Further away from the detector, at z < −6 m there is a system
of scintillators (VETO). Timing signals from the VETO were used during data taking to reject
particles originating from non-ep interactions of the proton beam in the HERA tunnel. The
luminosity system for measuring the Bethe-Heitler processconsists of an electron tagger located
at z = −5.4 m and a photon calorimeter located atz = −103 m.

3 Signal and Background processes

Various Monte Carlo event generators (MC) are used to predict signal and background pro-
cesses. A GEANT [7] simulation of the H1 detector is performed for each generated event,
where also the relevant time-dependencies such as changes to the detector setup and varying
beam conditions are taken into account. After detector simulation, the events are passed through
the same reconstruction algorithms as were used on the data.

The QEDC signal is simulated using the COMPTON22 event generator [8]. This generator
produces elastic, quasi-elastic and inelastic events. Only elastic QEDC events are taken as
signal, the other events are treated as background. The fragmentation of quasi-elastic events
is modelled using the SOPHIA package [9], whereas for inelastic events string fragmentation,
implemented in PYTHIA [10] is used. For the elastic QEDC signal, final state radiation from the
electron has been included in the COMPTON22 generator using the relevant PYTHIA routines.
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Select exactly two SpaCal clusters
Radial distance from beam30 < R < 72 cm
Reconstruct CIP vertex
Identify electron/photon
One CIP vertex two CIP vertexes
electron has CIP vertex select hypothesis with
photon has no CIP vertex∆ϕ closest to180◦

min(Ee, Eγ) > 7 GeV andmax(Ee, Eγ) > 10 GeV
|zvtx| < 35 cm
170◦ < ∆ϕ < 190◦

155.9◦ < θe, θγ < 169.5◦

|~P miss
T | < 0.3 GeV

No third SpaCal cluster withR > 20 cm andE > 2.2 GeV
Energy in LAr atθ < 10◦ is below0.5 GeV
Only CTD track pointing toe or γ are allowed

Table 1: Summary of the criteria to select QEDC events. Details are given in the text.

An important source of background are higher order QEDC processes, producing additional
electron-positron pairs,ep → ep e−e+. These processes are simulated using the GRAPE gen-
erator [11]. Other background originates mainly from various diffractive processes, namely
deeply virtual Compton scattering (DVCS), Diffractive Vector Meson (VM) production and
non-resonant diffraction. DVCS is modelled using the MILOU generator [12]. Diffractive Vec-
tor Meson (VM) production is simulated using the DIFFVM event generator [13], where the
production ofρ, ω, φ, J/Ψ, Ψ′ andΥ is considered. For the case ofρ production, DIFFVM
is modified such that decays toπ0γ andη0γ are included. Non-resonant diffraction is simu-
lated using the RAPGAP event generator [14]. Background from non-diffractive deep-inelastic
scattering (DIS) is simulated using DJANGO [15] and is foundto be negligible.

4 Event selection

Elastic QEDC events are selected by requiring two compact clusters in the electromagnetic
section of the SpaCal. A summary of the selection criteria is given in Table 4. The radial
distance from the beam,R, of the clusters is restricted. The conditionR > 30 cm ensures that
particles originating from the nominal interaction regionare within the CIP acceptance, whereas
the requirementR < 72 cm ensures that the showers are well contained in the SpaCal.

Electron trajectories are reconstructed using also the CIP chambers. Hits in the CIP chamber
are associated to the SpaCal cluster inϕ and adjacent hits are merged to CIP clusters inϕ and
z. This merging is done separately for each layer. A straight line fit of the CIP clusters and
the SpaCal cluster in therz plane is performed, where outliers are rejected. The coordinater
is the radial distance from thez axis, where the azimuthal direction is taken from the SpaCal
cluster. After outlier rejection, there are up to five accepted CIP clusters, corresponding to the

3



five CIP layers. If there is only one accepted CIP cluster, it is discarded. Next, the centre-of-
gravity of the CIP clusters in therz plane is calculated. Finally, the CIP centre-of-gravity in
rz , together with the SpaCal energy and the SpaCal position are used to reconstruct a helix
trajectory in three dimensions, pointing back to the originof the interaction. For determining
this helix, the beam spot and beam tilt are also used2. The direction of bending in the magnetic
field is chosen assuming that the particle charge is equal to the charge of the beam lepton. The
algorithm finally returns the origin of the interaction (CIP vertex) and the momentum vector at
the CIP vertex.

The electron and the photon are then identified, making use ofthe helix fit results. If there
is no CIP vertex, the event is rejected. If there is only one cluster which has a CIP vertex, that
cluster is taken as the electron and the other cluster is taken as the photon. The photon momen-
tum vector is calculated from the photon cluster energy and astraight line trajectory pointing
from the electron’s CIP vertex to the photon cluster position. If both clusters have CIP vertexes,
it is assumed that the photon has converted into an electron-positron pair while passing the ma-
terial in front of the CIP detector. For the reconstruction, two hypothesis are checked in that
case. First, one of the clusters is taken as the electron, andthe photon momentum is calculated
using the energy and position of the other cluster as described above. The difference in azimuth
between the so determined electron and photon candidate momenta,∆ϕ1, is determined. Next,
the role of the electron and the photon are exchanged and again the difference in azimuth,∆ϕ2,
is calculated. Finally a decision is taken for either the first or the second hypothesis, whichever
has a difference in azimuth3 closer to180◦. For elastic QEDC events, the probability to misiden-
tify the particles, as predicted by the simulation, is0.3% (16%) if one (both) clusters have CIP
vertexes.

Once the electron and photon have been identified, thez position of the electron CIP vertex,
zvtx is checked. Only events where|zvtx| < 35 cm are considered for the analysis. Having
reconstructed the two calibrated particle momenta, additional requirements are added: on the
most energetic particle’s energymax(Ee, Eγ) > 10 GeV, on the least energetic particle’s energy
min(Ee, Eγ) > 7 GeV, on the polar angles155.9◦ < θe, θγ < 169.5◦, on the difference in
azimuth170◦ < ∆ϕ < 190◦ and on the modulus of the transverse component of the vector sum
of the particle momenta|~P miss

T | < 0.3 GeV.

In addition there are veto conditions on additional activity in the detector. Events are rejected
if the energy in the forward part of the LAr calorimeter, withpolar angleθ < 10◦, exceeds
0.5 GeV or if there are tracks reconstructed in the central tracker. For this track counting, only
high quality tracks linked to a primary vertex are selected and tracks which are pointing to either
the electron or the photon are excluded.

The total number of elastic QEDC candidate events is14277. The energies and polar angles
are shown in figure 1. Within uncertainties, the variables are described. Of particular interest
is the|~P miss

T | distribution, figure 2, where the data are compared to the prediction and all back-
ground sources are indicated. The ratio of data to the prediction is shown in figure 3. The|~P miss

T |

2The beam spot is defined as the averagex andy position of interactions which take place atz = 0. The beam
tilt is a slope correction for interactions atz 6= 0. These parameters were monitored during the H1 operation with
the help of the CJC detector.

3The difference in azimuth is defined such that it is in the range0◦ ≤ ∆ϕ < 360◦. Where necessary, multiples
of 360◦ are added.
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distribution is described within the uncertainties. The cut |~P miss
T | < 0.3 GeV removes regions

with large background contribuutions.

5 Systematic uncertainties

Systematic uncertainties on the elastic QEDC measurement may be categorised as follows:
experimental uncertainties, background uncertainties and QEDC theory uncertainties. The ex-
perimental uncertainties originate from two sources, trigger and reconstruction. A summary of
the systematic uncertainties is given in table 5. Additional time-dependent uncertainties may be

Trigger uncertainties 0.22%

Background uncertainties 1.17%

Reconstruction uncertainties1.41%

QEDC theory uncertainties 1.05%

Statistical uncertainties 0.85%

Table 2: uncertainties on the determination of the luminosity using elastic QEDC events.

present in cases where the integrated luminosity determined in the present analysis is applied to
different subsets of the H1 data.

5.1 Trigger uncertainties

During online data taking, events were selected based on a coincidence of certain trigger condi-
tions. The main trigger condition was based on calorimetricinformation in the SpaCal. It had
an efficiency of more than95% for compact clusters with energiesE > 6 GeV, rising above
99.8% for energiesE > 10 GeV. Both the electron and the photon from the elastic QEDC re-
action are efficient to fire the SpaCal trigger. For certain time periods there were small regions
opposite in phi with reduced efficiency. This leads to an uncertainty of0.02%. The other trigger
conditions were related to the VETO detector. These triggerconditions had inefficiencies of
typically 1% for data taken up to the year 2005 and0.2% after 2006. They are corrected by
applying time-dependent weights to the data events. The corresponding uncertainty is0.22%.

5.2 Background uncertainties

The fraction of quasi-elastic and inelastic QEDC events predicted by the COMPTON22 gen-
erator have been verified by investigating the vector sum of the electron and photon transverse
momenta,~P miss

T . The vector~P miss
T is decomposed into components parallel to (P

‖
T ) and per-

pendicular to (P⊥
T ) the electron transverse momentum. Normalisation factorsfor the sum of

quasi-elastic and inelastic QEDC, referred to as “non-elastic QEDC”, are extracted from fits
to P

‖
T and P⊥

T for |~P miss
T | > 0.3 GeV. The distributions ofP ‖

T and P⊥
T inside the analysis
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phase space as well as for|~P miss
T | > 0.3 GeV are shown in figure 4. Both the parallel and the

perpendicular components are described well. Outside the nominal analysis phase space the
non-elastic QEDC contributions dominate at largeP

‖
T or largeP⊥

T . The normalisation factors
determined in the fits are compatible with1 within 25%.

The DVCS cross-section predictions obtained with the MILOU program are in agreement
with recent H1 measurements [16]. Uncertainties of20% for the elastic DVCS process and50%
for proton dissociative DVCS are considered.

The elastic VM production rates are normalised using dedicated selections as close as pos-
sible to the QEDC analysis. However, instead of requiring a photon in the SpaCal, a vec-
tor meson is reconstructed. Theρ → π+π−, φ → K+K−, J/Ψ → ℓ+ℓ− (ℓ = e, µ) and
Ψ′ → ℓ+ℓ− are reconstructed from two oppositely charged tracks, detected in the CTD. The
ω → π+π−π0 is reconstructed from two charged tracks and one or two neutral calorimeter
clusters. TheΥ → e+e− is reconstructed using a sample of photoproduction events,where an
electron/positron pair from theΥ decay is reconstructed in the SpaCal, one of the SpaCal clus-
ters matched with a central track, and the scattered electron is outside the acceptance of the H1
detector. The following normalisation uncertainties are considered:20% onρ andφ production,
50% onJ/Ψ, and100% onω, Ψ′ andΥ.

The rate of non-resonant diffractive events, simulated using RAPGAP, is normalised using
a selection of low multiplicity final states, where the electron is reconstructed in the SpaCal and
one up to to three additional particles are found. The uncertainty is found to be30%.

For the QED Processes modelled by GRAPE, an uncertainty of10% is estimated, taking
into account possible higher order effects.

5.3 Reconstruction uncertainties

Reconstruction uncertainties originate mainly from the understanding of the SpaCal response to
electrons and photons, when reconstructing their energy. The primary SpaCal energy calibration
is done using electrons in DIS events [17]. However, the SpaCal energy response is slightly
different for electrons and photons. Furthermore, it is found that the calibration can be improved
by correcting the energy response as a function of the transverse cluster size,Rlog . The variable
Rlog is calculated as a centre-of-gravity of SpaCal cell positions, using weights proportional to
the logarithm of the energy. For the QEDC analysis, dedicated multiplicative calibration factors
are applied to the SpaCal cluster energies for electrons, non-converted photons and converted
photons, respectively. These multiplicative factors are taken to be a linear function ofRlog .
The corresponding constants are determined by applying double-angle calibration methods to
a selection of QEDC events, where the cut on the momentum balance, |~P miss

T | < 0.3 GeV is
replaced by a loose cut on the difference in azimuth170◦ < ∆ϕ < 190◦. Fits are made to
distributions ofPT /PT,DA, wherePT is the measured transverse momentum andPT,DA is the
predicted transverse momentum. The predicted transverse momentum is given by

PT,DA = 2E0

(

1 − cos θe

sin θe

+
1 − cos θγ

sin θγ

)−1

, (3)
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whereθe andθγ are the polar angles of the electron and the photon, respectively. In addition
to the calibration factors, calculated from fits of the position of the maximum in these distri-
butions, the energy resolution is checked. The MC simulation has small deficits to describe
tails towards lower transverse momenta in thePT /PT,DA distributions for both electrons and
photons. This is corrected for by applying an extra smearingof the reconstructed energies. An
energy offset∆E = (δ − τ) E0/2 is subtracted, whereδ is a random number drawn from an
exponential distribution. The parameter describing the expectation value of of the exponential
is chosen asτ = 1% ± 0.5%. The differenceδ − τ is used for the smearing∆E, such that the
expectation value of∆E is zero. This has the desired effect that the peak position ofPT /PT,DA

is affected only little by the smearing. This procedure is applied for all generated electrons and
photons which are matched to one of the reconstructed clusters. Theτ parameters are varied
independently for generated electrons and photons. Figure5 shows the ratioPT,e/PT,DA and
PT,γ/PT,DA for electrons and photons, respectively. The data agree with the simulation well
within the systematic uncertainties. These are dominated by uncertainties of the energy resolu-
tion, described above, and by variations of the energy scale. The energy scale of the electrons
and of the photons is varied by0.5% each. In addition, a simultaneous variation of the electron
and photon energy scale by another0.5% is considered.

The SpaCal position resolution is found to be better in data than in the simulation. For this
reason, the reconstructed position in MC is pulled towards the extrapolated SpaCal position of
the corresponding generated particles. A constantf = 0.14 ± 0.05 is used for this procedure,
wheref = 0 (f = 1) corresponded to the reconstructed (generated) position.The effect of
the position resolution error is visible in figure 6, where the difference in azimuth,ϕe − ϕγ is
shown. The data are described by the prediction within the systematic uncertainties, which, for
this figure, are dominated by the variation off .

The CIP efficiency for electrons is determined in data and in the simulation using DIS events.
It is found to be near99% in data. For MC, the efficiency is near99.5%. MC. A correction as a
function of the SpaCal radiusR is made by dropping a fraction of CIP vertexes in the simula-
tion. The CIP spatial resolution is adjusted according to a comparison of the CIP vertex, recon-
structed from the electron, and the CTD vertex, reconstructed from theπ+π− pair in elasticρ
decays. The conversion rate of photons in front of the CIP is underestimated in the simulation.
In data, the conversion probability is around32%, whereas the MC predicts25%. This is cor-
rected by mimicking conversion effects for a fraction of events with non-converted photons. For
these events, extra CIP clusters near the expected position are added, and the energy response
is scaled to match the expectation for converted photons. For estimating systematic effects, the
three CIP related corrections described above are switched off one by one, and the difference is
considered as uncertainty.

The alignment of the SpaCal and CIP detectors is found to be precise on the mm scale.
Systematic effects are estimated by varying the SpaCalz position by±5 mm.

The distribution of the vertex at HERA is dominated by a Gaussian nearz = 0 cm with
a width of approximately10 cm. The proton beam also exhibits prominent satellite peaksof
similar width, leading to collisions near±70 cm. In addition, there is an excess of collisions
near40 cm, as compared to the simple model including only collisions from the main bunch and
from the satellites. The simulated vertex distribution is reweighted such that the full interaction
region is described, and the difference to the simple model is taken as systematic error.
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The identification of compact electromagnetic clusters in the SpaCal is checked by relaxing
selection cuts. The uncertainty is found to be0.04%. The uncertainty on the CTD track recon-
struction efficiency of2% per track affects the analysis through the track veto. The efficiency
of the LAr energy veto is checked by relaxing the veto condition toE < 1 GeV.

5.4 QEDC theory uncertainties

Uncertainties to the elastic QEDC cross section arise mainly from two sources: higher order
corrections and the knowledge of the proton form factors.

In the original COMPTON22 generator, higher orders are simulated in the peaking approx-
imation [18]. Improved higher order corrections have been calculated [19] in the leading loga-
rithmic approximation using a photon radiator [20]. For thepurpose of this analysis, the COMP-
TON22 events have event weights assigned such that the crosssection predicted by the photon
radiator method is reproduced. The difference to the original COMPTON22 prediction is taken
as systematic error due to higher order effects. The elasticQEDC cross section also depends
on the proton electric and magnetic form factors. In COMPTON22 a simple parameterisation
(DIPOLE) of the form factors, based on a dipole model is implemented. For this analysis, re-
cent form factor fits of DIS data [21] are taken into account, again using an event weighting
technique. Two such parameterisations have been tested, with (TPE) and without (NOTPE)
two-photon exchange corrections. As no two-photon exchange corrections are included in the
COMPTON22 generator, the NOTPE parameterisation is preferred [22]. The difference be-
tween NOTPE and DIPOLE is taken as systematic uncertainty. It is worth noting that this
difference is about a factor of two larger than the difference between NOTPE and TPE.

In figure 7 the distribution of the variable(E − pz)/(2E0) is studied. This variable is
calculated from the sum of the four-momenta of the electron and the photon. The distribution of
this variable is expected to peak near1. The tail to small(E − pz)/(2E0) originates from initial
state radiation, whereas values larger than1 show up due to resolution effects. It is remarkable
that the data are described within the systematic and statistical uncertainties for all values of
(E − pz)/(2E0). As expected, the peak region is dominated by experimental uncertainties,
whereas the region of of small(E − pz)/(2E0) is dominated by uncertainties of the QEDC
cross section.

5.5 Time-dependent uncertainties

In order to apply the QEDC luminosity to other analyses, possibly using restricted H1 data sets,
a luminosity calculation differential in time is required.This is achieved using DIS events mea-
sured in the SpaCal. The DIS selection follows the selection described in [17] but is restricted in
phase space such that the rate is most insensitive to the average position of the interaction vertex
in z. The DIS event counts for each run4 are used to define the relative luminosity within one
run, and the overall normalisation is taken from the QEDC analysis. The statistical uncertainty

4H1 data is grouped into runs, where new runs are started whenever data taking conditions changed. A run
typically spans about 30 minutes of data.
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of the DIS selection is negligible, but an additional time-dependent systematic error of1.5%
is introduced. It originates mainly from the SpaCal trigger and track linking efficiencies [17].
Figure 8 shows the results of the elastic QEDC analysis performed in bins of about25 pb−1,
normalised to the global QEDC analysis with the DIS yield corrections applied. Four data tak-
ing periods, corresponding to distinct configurations of the HERA machine or the H1 detector
are indicated. During the periods (I) and (IV), the HERA machine was operated with a positron
beam, whereas for (II) and (III) an electron beam was used. Furthermore, the H1 detector was
modified slightly between the indicated periods. The two methods of measuring differential in
time are in good agreement, taking into account the statistical fluctuations of the time-dependent
QEDC analysis and the time-dependent systematic uncertainties of the DIS yield method.

6 Results

Elastic QED Compton events are selected in the H1 detector using the full data sample collected
in the years 2003 to 2007. The luminosity of the data sample isdetermined by counting the data
events and normalising the total MC prediction to the data. The statistical error amounts to
0.85%, whereas the total systematic error is2.12%. For the selected data sample, the integrated
luminosity is determined to be

∫

L(t)dt = 350.5±8.0 pb−1, in agreement with the Bethe Heitler
measurement which has a relative uncertainty of3.4%. A procedure to measure the luminosity
of arbitrary data samples is defined based on time dependent corrections. These corrections are
derived from an independent selection of DIS events an have aprecision of1.5%.

7 Summary

The integrated luminosity of the H1 data taken in the years 2003-2007 is determined using
the QED Compton process. The precision of the measurement is2.28%. The uncertainties
are about equally shared between experimental uncertainties, understanding the elastic QEDC
cross section and understanding the background to the measurement. The statistical uncertainty
is small compared to the systematic uncertainties.
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Figure 1: kinematic quantities of the selected electron/photon pair, (a) the minimum polar an-
gle, (b) the maximum polar angle, (c) the minimum energy, (d)the maximum energy. The data
are shown as black dots with the statistical uncertainties indicated as vertical bars. The pre-
diction, normalized to the QEDC luminosity, is indicated asa solid line, with the systematic
uncertainties attached as shaded area. Also shown is the contribution from background. The
hatched areas are excluded by the selection criteria.
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Figure 2: modulus of the vector sum of the electron and photontransverse momenta. The
data are shown as black dots with the statistical uncertainties indicated as vertical bars. The
prediction, normalized to the QEDC luminosity, is also shown, decomposed into contributions
from the elastic QED Compton signal and the background sources considered for this analysis.
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Figure 3: modulus of the vector sum of the electron and photontransverse momenta. The ratio
of data to the prediction, normalized to the QEDC luminosity, is shown as black dots with the
statistical uncertainties indicated as vertical bars. Thebackground fraction and the size of the
systematic uncertainties are also shown.
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Figure 4: Components of the photon plus electron transverse momentum sum,~P miss
T : left col-

umn the component perpendicular to the electron transversemoments, right column the com-
ponent parallel to the electron transverse momentum. The upper row shows the distributions
inside the analysis phase space, the lower row shows the distributions forP miss

T > 0.3 GeV. The
data are shown as black dots with the statistical uncertainties indicated as vertical bars. The
prediction, normalized to the QEDC luminosity, is indicated as a solid line, with the systematic
uncertainties attached as shaded area. Also shown are the contribution from non-elastic QEDC
and from other background sources.
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Figure 5: Ratio of measured to predicted transverse momentum for electrons and photons.
The predicted transverse momentumPT,DA is calculated using the double angle method as
explained in the text. The data are shown as black dots. The prediction, normalized to the
QEDC luminosity, is shown as a solid line, with two types of systematic uncertainty attached.
The inner (outer) uncertainty originates from the energy resolution (energy scale) variation.
Energy scale variations common to the electron and photon are not included. Also shown is the
contribution from background processes.
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Figure 6: Difference in azimuth between the electron and thephoton. On the left, the event
counts are shown, whereas on the right the ratio of data to expectation is drawn. The data are
shown as black dots with statistical uncertainties indicated as vertical bars. The prediction, nor-
malized to the QEDC luminosity is shown as a solid line with systematic uncertainties attached
as a shaded area.
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Figure 7: The variableE−pz calculated from the sum of the electron and photon four-momenta.
On the left the event counts are shown, whereas on the right the ratio of data to expectation is
drawn. The data are shown as black dots with the statistical uncertainties indicated as vertical
bars. The prediction, normalized to the QEDC luminosity, isindicated as a solid line, with
various components of the systematic uncertainties attached as shaded areas.
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Figure 8: Integrated luminosity measured from elastic QEDCevents in bins of approximately
25 pb−1, divided by the luminosity derived from the QEDC analysis onthe full sample with
time-dependent corrections applied. The statistical uncertainties of the binned QEDC analysis
as well as the uncertaintes of the time-dependent corrections, here applied to four data taking
periods (I)–(IV), are indicated.
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