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Abstract9

Signals of QCD instanton-induced processes are searched for in deep-inelastic scat-10

tering (DIS) at the electron-proton collider HERA in the kinematic region defined by the11

Bjorken-scaling variablex > 10−3, the inelasticity0.2 < y < 0.7 and the photon virtuality12

150 < Q2 < 15000 GeV2. The search is performed using H1 data corresponding to an13

integrated luminosity of357 pb−1. Several observables of the hadronic final state of the14

events are exploited to identify a potentially instanton-enriched domain. Two Monte Carlo15

models, RAPGAP and DJANGOH, are used to estimate the background from the standard16

DIS processes, and the instanton-induced scattering processes are modeled by the program17

QCDINS. In order to extract the expected signal a multivariate data analysis technique is18

used.19

20



1 Introduction21

The Standard Model of particle physics contains anomalous processes which violate the con-22

servation of baryon and lepton number (B + L) in the case of electroweak interactions and23

chirality in the case of strong interactions [1]. Such anomalous processes are induced by in-24

stantons [1, 2]. In quantum chromodynamics (QCD), theory ofthe strong interactions, instan-25

tons are non-perturbative fluctuations of the gluon field. and they can be interpreted as tun-26

nelling transitions between topologically non-equivalent vacua. Deep-inelastic scattering (DIS)27

offers a unique opportunity [3] to discover a class of hard processes induced by QCD instan-28

tons. The cross-section is calculable within “instanton-perturbation theory” and is found to29

be sizeable [4–6]. Moreover, the instanton-induced final state exhibits a characteristic signa-30

ture [3,7–10]. Detailed reviews are given in Refs. [11,12] and the short overview can be find in31

Ref. [13].32

An experimental observation of instanton-induced processes would constitute a discovery of33

a basic and novel non-perturbative QCD effect at high energies. The theory and phenomenology34

for the production of instanton-induced processes at HERA in electron1 proton collisions at a35

centre of mass energy of300 GeV has been worked out by Ringwald and Schrempp [3–8].36

The size of the predicted cross-section is large enough to make an experimental observation37

possible. The expected signal rate is, however, still smallcompared to that from the standard38

DIS process. The suppression of the standard DIS backgroundis therefore the key issue in this39

analysis. QCD instanton-induced processes can be discriminated from standard DIS by their40

characteristic hadronic final state signature, consistingof a large number of hadrons at high41

transverse energy emerging from a “fire-ball”-like topology in the instanton rest system [3,7,8].42

Derived from simulations studies characteristic observables are exploited to identify a phase43

space region where a difference between data and the standard DIS simulations would indicate44

a contribution from instanton-induced processes.45

Upper cross-section limits on instanton-induced processes have been reported by H1 [13]46

and ZEUS [14] collaborations. This analysis is the continuation of H1 searches for instanton-47

induced events in the kinematical domain recommended by instanton perturbation theory using48

about seventeen times larger data sample .49

2 Phenomenology of QCD Instanton-Induced Processes in50

DIS51

According to Ringwald and Schrempp [3–8], instanton (I) processes dominantly occur in a
photon gluon (γg) fusion process as sketched in Fig. 1. The characteristicI-event signatures
result from the following basic reaction:

γ∗ + g
(I)→

∑

nf

(qR + q̄R) + ng g, (I → Ī , R → L), (1)

1The term ”electron” is used in the following to refer to both electron and positron.
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whereg, qR (q̄R) denotes gluons, right-handed quarks (anti-quarks),nf is the number of quark52

flavours andng is the number of gluons produced. Right-handed quarks are produced inI-53

induced processes, left-handed quarks are produced in anti-instanton(Ī) processes. The final54

state induced by instantons or anti-instantons can only be distinguished by the chirality of the55

quarks. Experimental signatures sensitive to instanton-induced chirality violation are not ex-56

ploited in this analysis. BothI-processes and̄I-processes enter in the calculation of the total57

cross-section.58
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DIS variables:
s = (e + P )2

Q2 = −γ2 = −(e − e′)2

x = Q2/ (2P · γ)
y = Q2/ (s x)
W 2 = (γ + P )2 = Q2(1 − x)/x
ŝ = (γ + g)2

ξ = x (1 + ŝ/Q2)

Variables ofI-subprocess:
Q′2 ≡ −q′2 = −(γ − q′′)2

x′ ≡ Q′2 / (2 g · q′)
W 2

I ≡ (q′ + g)2 = Q′2 (1 − x′ )/x′

Figure 1: Kinematic variables of the dominantI-induced process in DIS. The virtual photon (4-
momentumγ = e − e′), emitted by the incoming electrone, fuses with a gluon (4-momentum
g) radiated from the proton (4-momentumP ). The gluon carries a fractionξ of the longitudinal
proton momentum. The virtual quark entering the instanton subprocess has4-momentumq′,
while the outgoing quark (= current quark) from the photon splitting process hasq′′. WI is the
invariant mass of the quark gluon (q′g) system andW is the invariant mass of the total hadronic
system (theγP system).̂s is the invariant mass squared of theγg system.

As shown in Fig. 1, a photon splits into a quark anti-quark pair in the background of an59

instanton or an anti-instanton field. The so-calledI-subprocessq′ + g
(I,Ī)→ X is produced by60

the quark or the anti-quark fusing with a gluong from the proton. The respective partonic61

final state includes2 nf − 1 light quarks and anti-quarks. Therefore, together with thecurrent62

quark (q′′), in everyI-event, quark anti-quark pairs of each of thenf (= 3) (light) flavours are63

simultaneously produced2. In addition, a mean number of〈ng〉 ∼ O(1/αs) ∼ 3 gluons is64

expected to be emitted in theI-subprocess.65

The quarks and gluons emerging from theI-subprocess are isotropically distributed in the66

I-rest system defined by~q′ + ~g = 0. One expects therefore a pseudo-rapidity3 (η) region with a67

2In principle, also heavy flavours contribute whenever very small instantons are probed. In general, however,
the quarks must appear approximately massless on the scale of the dominant effectiveI-sizeρeff(Q′2, x′), i.e.
ρeff mq ≪ 1, wheremq is the quark mass. In the HERA kinematic region, the rate is dominated byρeff ≈ 0.35 fm
such that only up, down and strange quarks appear massless (nf = 3). The contribution of charm and bottom
quarks to the cross-section is likely to be small. It was checked that the predicted final state signature does not
change significantly if heavy quarks are included in the simulation.

3The pseudo-rapidity of a particle is defined asη ≡ − ln tan(θ/2), whereθ is the polar angle with respect to
the proton direction defining the+z-axis.
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width of typically2 units inη. This region is densely populated with particles of relatively high68

transverse momentum which are homogeneously distributed in azimuth in theI-rest frame.69

Apart from this pseudo-rapidity band, the hadronic final state exhibits a current jet emerging70

from the outgoing current quarkq′′. The large number of partons emitted in theI-process leads71

to a high multiplicity of charged and neutral particles in every event.72

The actual number of produced hadrons and their energies crucially depends on the centre73

of mass energyWI available in theI-system, which in turn can be written (see Fig. 1) in terms74

of the variablesQ′2 andx′ describing the kinematics of theI-subprocess. These variables are75

defined in analogy to the Bjorken scaling variablesx andQ2. A knowledge of the distributions76

of these variables is indispensable for the correct prediction of the hadronic final state. These77

distributions can be calculated withinI-perturbation theory [4,5] for largeQ′2 andx′.78

The totalI-production cross-section at HERA,σ
(I)
HERA, is essentially determined by the

cross-section of theI-subprocessq′+g
(I)→ X denoted byσ(I)

q′g and is calculable inI-perturbation
theory. The qualitative behaviour for theI-cross-section:

σ
(I)
q′g ∼

[

2π

α

]12

e−
4π
α (2)

shows strong dependence of the cross section on strong coupling αs.79

In the kinematic domain in which this analysis is performed,i.e. 0.2 < y < 0.7, x > 10−3
80

and150 < Q2 < 15000 GeV2, the cross-section calculated with QCDINS isσ
(I)
HERA = 10+2

−2 pb81

using the 2010 world average of the strong coupling,αs(MZ) = 0.1184 ± 0.0007, Λ
(5)

MS
=82

213+9
−9 MeV [20]. The quoted errors for theI-induced cross-sectionσ(I)

HERA only contain the83

uncertainty obtained from varying the strong coupling.84

Even though these predictions have not yet reached the same quantitative level of precision85

as current standard perturbative QCD calculations, the cross-section is large enough to motivate86

dedicated searches forI-processes at HERA.87

3 Experimental Method88

3.1 The H1 Detector89

A detailed description of the H1 detector can be found elsewhere [21–24]. Only the components90

essential to the present analysis are described here. The origin of the H1 coordinate system is91

the nominalep interaction point. The direction of the proton beam defines the positivez–axis92

(forward direction). The polar anglesθ and transverse momentaPT of all particles are defined93

with respect to this axis. The azimuthal angleφ defines the particle direction in the transverse94

plane. The pseudorapidity is defined asη = − ln tan θ
2
. The detector components most rele-95

vant to this analysis are the Liquid Argon (LAr) calorimeter, which measures the positions and96

energies of particles over the range4◦ < θ < 154◦ with full azimuthal coverage, the inner97

tracking detectors, which measure the angles and momenta ofcharged particles over the range98

7◦ < θ < 165◦, and a lead-fibre calorimeter (SpaCal) covering the range153◦ < θ < 177◦.99
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The LAr calorimeter consists of an electromagnetic sectionwith lead absorbers and a hadronic100

section with steel absorbers. The electromagnetic and the hadronic sections are highly seg-101

mented in the transverse and the longitudinal directions. Electromagnetic shower energies are102

measured with a resolution ofδE/E ≃ 0.11/
√

E/GeV ⊕ 0.01 and hadronic energies with103

δE/E ≃ 0.46/
√

E/GeV⊕ 0.03 as determined using electron and pion test beam data [25,26].104

In the central region,25◦ < θ < 155◦, the central tracking detector (CTD) measures the105

trajectories of charged particles in two cylindrical driftchambers immersed in a uniform1.16 T106

solenoidal magnetic field. In addition, the CTD contains a drift chamber (COZ) to improve the107

z coordinate reconstruction and a multi-wire proportional chamber at inner radii (CIP) mainly108

used for triggering [27]. The CTD measures charged particles with a transverse momentum109

resolution ofσ(pT )/pT ≃ 0.2% pT/GeV ⊕ 1.5%. The forward tracking detector (FTD) is used110

to supplement track reconstruction in the region7◦ < θ < 30◦ [28] and improves the hadronic111

final state reconstruction of forward going low momentum particles.112

The CTD tracks are linked to hits in the vertex detectors: thecentral silicon tracker (CST) [29,113

30], the forward silicon tracker (FST) [31], and the backward silicon tracker (BST) [32]. These114

detectors provide precise spatial track reconstruction and therefore also improve the primary115

vertex spatial reconstruction.116

In the backward region the SpaCal provides an energy measurement for hadronic particles,117

and has a hadronic energy resolution ofδE/E ≃ 0.70/
√

E/GeV ⊕ 0.01 and a resolution for118

electromagnetic energy depositions ofδE/E ≃ 0.07/
√

E/GeV ⊕ 0.01 measured using test119

beam data [33].120

Theep luminosity is determined by measuring the event rate for theBethe-Heitler process121

ep → epγ where photon is detected in the photon tagger located atz = −103 m. The overall122

normalisation is determined using a precision measurementof the QED Compton process [34]123

and erratum to it.124

3.2 The Trigger125

NC events at highQ2 are triggered mainly using information from the LAr calorimeter. The126

calorimeter has a finely segmented pointing geometry allowing the trigger to select localised127

energy deposits in the electromagnetic section of the calorimeter pointing to the nominal inter-128

action vertex. For electrons with energy above11 GeV the trigger efficiency is determined to129

be almost100% [35].130

3.3 Data Samples131

This analysis is performed using the fulle±p collision data set taken in the years 2004-2007132

by the H1 experiment. The data were recorded with a lepton beam of energy27.6 GeV and a133

proton beam of energy920 GeV, corresponding to a centre-of-mass energy
√

s = 319 GeV. The134

total integrated luminosity of the analysed data is357.6 pb−1.135
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4 Simulation of Standard DIS and I-Processes136

Detailed simulation of the H1 detector response to hadronicfinal states have been performed for137

two QCD models of the standard DIS processes (background) and for QCDI-induced scattering138

processes (signal).139

The RAPGAP Monte Carlo [36] incorporates theO(αs) QCD matrix element and models140

higher order parton emissions to all orders inαs using the concept of parton showers [37] based141

on the leading logarithm DGLAP equations [38], where QCD radiation can occur before and142

after the hard subprocess.143

An alternative treatment of the perturbative phase is implemented in DJANGOH [39]which144

uses Color Dipole Model [40] with QCD matrix element corrections as implemented in ARI-145

ADNE [41]. In both MC generators the hadronization is performed using the LUND string146

model [42] implemented in JETSET [43] and the CTEQ6L [44] parton density functions is147

used.148

QCDINS [10,15] is a Monte Carlo package to simulate QCDI-induced scattering processes149

in DIS. It acts as a hard process generator embedded in the HERWIG [16] program. The hard150

process is treated according to the physics assumptions explained in section 2. The default151

parameters of the QCDINS 2.0 version were used, i.e.x′ > 0.35, Q′2 > 113 GeV2 and the152

number of flavours is set tonf = 3. The CTEQ5L [45] parton density functions have been153

employed. After assembling the hardI-subprocess, further QCD emissions are simulated in the154

leading-logarithm approximation. The coherent branchingalgorithm implemented in HERWIG155

is used. The transition from partons to the observable hadrons is performed using JETSET.156

5 Event Selection and Search Strategy157

5.1 Inclusive DIS Event Selection158

The NC DIS events which are primarily selected by requiring ascattered electron The scattered159

electron is identified as the compact cluster of energy deposit in the electromagnetic part of the160

LAr calorimeter with the highest transverse momentum. A minimal electron energy 11 GeV161

is required. The remaining clusters in the calorimeters andcharged tracks are attributed to the162

hadronic final state (HFS) which is reconstructed using an energy flow algorithm without double163

counting of energy [46, 47]. The electromagnetic energy calibration and the alignment of the164

H1 detector are performed following the same procedure as in[48] and the HFS calibration is165

described in [35]. The longitudinal momentum balance is required to lie within45 GeV <166
∑

(E − pz) < 65 GeV, where the sum runs over the scattered electron and all HFS objects .167

Furthermore the position of thez coordinate of the reconstructed event vertex must be within168

±35 cm of the nominal interaction point.169

The photon virtualityQ2 and the Bjorken scaling variablex are reconstructed from the170

scattered electron and the hadronic final state particles using the electron-sigma methods [49].171

The events are selected to cover the phase space region defined by 0.2 < y < 0.7, x > 10−3
172

and150 < Q2 < 15000 GeV2.173
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The selection of events passing the above cuts provides the NC DIS sample which forms the174

basis of subsequent analysis. The selected DIS data sample consists of about349000 events.175

The simulated events reproduce well the shape and the absolute normalisation of the distribu-176

tions of the energy and angle of the scattered electron as well as the kinematic variablesx, Q2
177

andy.178

5.2 Definition of the observables and Search Strategy179

The observables used to discriminate theI-induced contribution from the standard DIS process180

are based on the hadronic final state. Only HFS objects withηLab < 3.2 are considered. Charged181

particles with transverse momenta ofPT > 0.12 GeV are selected as central tracks within182

θ > 20o. Here, bothηLab andPT are measured in the laboratory frame.183

All HFS objects are boosted to the hadronic centre-of-mass frame (HCM)4. Jets are de-184

fined by the inclusivekT algorithm [50] as implemented in FastJet [51], with the masslessPT185

recombination scheme and with the distance parameterR0 = 1.35 × Rcon where a cone ra-186

dius ofRcon = 0.5 according with prescription in Ref. [50]. The jets are required to have the187

transverse energyET,Jet> 3 GeV. Additional requirements on the transverse energy and pseu-188

dorapidity of the jets in the laboratory frame,−1.0 < ηLab
Jet < 2.5 andELab

T,Jet > 2.5 GeV, are189

imposed in order to ensure that jets are contained within theacceptance of the LAr calorimeter190

and are well calibrated. The jet with the highest transverseenergyET,Jet> 4 GeV is used to191

estimate the4-momentumq
′′

of the current quark (see Fig. 1).Q′2 can be reconstructed from192

the particles associated with the current jet and the photon4-momentum, which is obtained193

using the measured momentum of the scattered electron. Due to the limited accuracy of the194

Q′2 reconstruction, the reconstructedQ′2 cannot be used to experimentally control the “true”195

Q′2 region of theI-processes, but can nevertheless be exploited to discriminate I-processes196

from the standard DIS background. The reconstructedQ′2 is calledQ′2
rec in what follows. More197

information on theQ′2 reconstruction can be found in [8,17,18].198

The hadronic final state objects belonging to the current jetare not used in the definition of199

the following observables. A band in pseudo-rapidity with awidth of±1.1 units inη is defined200

around the centre of gravitȳη =
∑

ET η/(
∑

ET ) of the transverse energy (ET ) distribution of201

the hadronic final state objects (see Ref. [18] for details).This pseudo-rapidity band is called202

theI-band in the following. The number of charged particles in the I-band measured as tracks203

in the detector is counted (nB) and the total scalar transverse energy of all hadronic finalstate204

objects in theI-band is measured (ET,B).205

All hadronic final state objects in theI-band are boosted to an approximateI-rest frame206

defined by~q′ + 〈ξ〉~P = 0, where〈ξ〉 = 0.076 is the average value expected by the QCDINS207

Monte Carlo simulation (see Fig. 1 for definition). In this system the sphericity (SphB) and few208

Fox-Wolfram moments (Hl0) are calculated5. For spherical eventsSphB is close to1, while for209

pencil-like eventsSphB is 0. Furthermore, the axes~imin and~imax are found for which in the210

I-rest system the summed projections of the3-momenta of all hadronic final state objects in the211

4The hadronic centre-of-mass frame is defined by~γ+ ~P = 0, where~γ (~P ) is the3-momentum of the exchanged
photon (proton).

5The sphericity is defined asSPH = (3/2)(λ2 + λ3) whereλ2 andλ3 are the smallest of the three eigenvalues
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I-band are minimal or maximal [7]. The relative difference betweenEIN =
∑

h |~ph ·~imax| and212

EOUT =
∑

h |~ph ·~imin| is called∆B = (EIN − EOUT )/EOUT . This quantity is a measure of213

the transverse energy weighted azimuthal isotropy of an event. For isotropic events∆B is small214

while for pencil-like events∆B is large.215

The reconstruction of the variablex′ is difficult. However using the boost toI-rest and216

all hadronic final state objects in theI-band x’ is reconstructed asx′

rec = (x′

1 + x′

2)/2 where217

x′

i = Q′2
rec /(W 2

I,i+Q′2
rec ) with W 2

I,1 = (q′rec+〈ξ〉P )2 andW 2
I,2 = (

∑

i vi,rec)
2
Band. And as in case218

of Q′2
rec the reconstructedx′

rec cannot be used to experimentally control the “true”x′ region of219

theI-processes, but can be used to discriminateI-processes from the standard DIS background.220

Five observables are used to enhance the fraction ofI-events in the inclusive data sample:221

the charged particle multiplicity in theI-band (nB), the transverse energy of reconstructed222

current jetET,Jet, two quantities measuring the azimuthal isotropy of an event EIN , ∆B and the223

reconstructed kinematical variable ofI-subprocessx′

rec. Other observables are used for further224

checks: the reconstructed instanton kinematic variable,Q′2
rec , the total scalar transverse energy225

of all hadronic final state objects in theI-band,ET,B, two variables measuring the azimuthal226

isotropy of the eventEOUT andSphB, and the Fox-Wolfram momentH10.227

5.3 Systematic uncertainties228

The following sources of systematic uncertainties are taken into account:229

• The uncertainty of the energy scale of the HFS1%.230

• The energy of the scattered electron is measured with precision 0.5 − 1%.231

• The precision of the electron polar angle measurement is1 mrad.232

• Depending on electron polar angle the uncertainty on the electron identification is0.5 −233

2%.234

• The uncertainty associated with the track reconstruction is estimated to be0.5%.235

• The effect of the nuclear interaction in the detector material on the efficiency of track236

reconstruction is0.5%.237

These uncertainties have been propagated into the overall systematic error. The effect of the238

above uncertainties on the expectation is determined by varying the correspondinq quantities by239

±1 standard deviation in the MC samples and propagating these variations through the whole240

analysis. The main contributions to the systematic uncertainties are seen to arise from the the241

energy of the scattered electron, from∼ 4% in the background dominated region to∼ 1%242

of the diagonalised sphericity tensor defined bySαβ = (
∑

i pα
i pβ

i )/
∑

i |pi|2, whereα andβ corresponds to the
x, y andz components of the considered particle momentapi [52].

The Fox-Wolfram moments are defined asHl =
∑N

i,j
|~pi||~pj |

E2

tot

Pl(cos Θij), whereΘij is the opening angle

between hadronsi andj andE2
tot is the total energy, and thePl are the Legendre polynomials. The normalised

moments are define byHl0 = Hl/H0 [52,53].
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in the signal region, and the energy scale of the HFS, from∼ 1% in the background region243

to ∼ 2.5% in the signal region. The uncertainties connected with the nuclear interaction and244

the track reconstruction contribute to the systematic error mainly in the signal region,∼ 2%245

each, and less than0.5% in background dominated region. The result of the uncertainty on the246

electron identification and the precision of the electron polar angle is small (< 0.5%) in the full247

range of the discriminator.248

The additional systematic uncertainties are included in the exclusion limit calculation:249

• The normalisation uncertainty due to the precision of the luminosity measurement is250

2.3%.251

• The difference between DJANGOH and RAPGAP predictions is assigned as the model252

uncertainty of the background estimation.253

• The uncertainty of the relative background normalisation6 is 1.1%.254

• The uncertainty of the predicted signal cross section is20% (section 2).255

5.4 Comparison of Data to Standard QCD Prediction256

Both RAPGAP and DJANGOH simulations provide a good overall description of the exper-257

imental data in the inclusive and the jet sample. To further improve the agreement between258

Monte Carlo simulation and data, the jet multiplicities arereweighted as a function ofQ2 and259

additionally, the MC events are reweighted as function ofPT andη of the most forward jet in260

the Breit frame [35, 54]. Additionally, the track multiplicity distribution is reweighting. The261

weights are obtained from the ratio of data to the reconstructed MC distributions and are ap-262

plied to events on generator level. After these reweightings, the simulations provide a good263

description of the shapes and normalisation of all data distributions.264

The distributions of the five observablesET,Jet, nB, x′

rec, ∆B andEIN for data, for two265

standard DIS QCD models and for theI-process are shown in Fig. 2. The instanton prediction266

is shown as a smooth line and for visibility it is scaled up by afactor50. The gross features of267

the data are reasonably well described by both Monte Carlo simulations. The models are able268

to describe the data within5 − 10% except at very low and/or very large values of the given269

observable where a difference up to20% is observed.270

In addition, the Fig. 3 shows the distribution of the other observables.271

6This uncertainty is defined as:

ǫ = (

∫

dD(
dn

dD
)Dj −

∫

dD(
dn

dD
)Rap)/

∫

dD(
dn

dD
)DJ (3)

where( dn
dD

)Dj and ( dn
dD

)Rap are the discriminator distributions (section 6 ) for the DJANGOH and RAPGAP
MC,respectively.
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6 Search for Instanton-Induced Events272

The multivariate discrimination technique is employed to increase the sensitivity toI-processes.273

Four methods as implemented in TMVA ROOT package [55] was used: PDERS (Probability274

Density Estimator with Range Search), neural network MLP (Multi-Layer Perceptron) and two275

variants of decision tree BDT (Boosted Decision Trees), BDTG (Boosted Decision Trees with276

Gradient Boost). The results are presented for PDERS method, three other methods give similar277

results.278

The strategy to reduce the standard DIS background is based on the observables:ET,Jet,279

nB, x′

rec, ∆B andEIN . These observables have been chosen, since they provide thebest sig-280

nal to background separation. Moreover, their distributions are well described by both Monte281

Carlo simulations and finally, taking into account the systematic uncertainties, the resulting dis-282

criminator distribution is satisfactory described by Monte Carlo simulation in the background283

dominated region.284

Fig. 4 shows the absolutely normalised discriminator distribution in the logarithmic scale285

and Fig. 5 show same distribution in the linear scale. The simulated background events are286

mainly concentrated at lowD values while the simulatedI-signal events are peaked at the large287

D values. Towards largerD values the background falls by order of magnitudes. The data288

roughly follow this trend. In the expected instanton dominated region, no excess of event is289

observed. The DJANGOH Monte Carlo describes the data, whileRAPGAP is above data.290

The method to minimise the statistical error on the cross section for the hypothetical instan-291

ton signal is used to calculate the cut valueDcut defining the signal region. In case of PDERS292

method, this value isDcut = 0.86. The region dominated by the expected instanton signal is293

presented in more detail in Fig. 6. In the signal region, the additional observables unused in the294

PDERS method are shown in Fig. 7 and the lack of any event excess is clearly visible.295

Multivariate method
PDERS MLP BDT BDTG

Data 2492 2647 2395 2566
DJANGOH 2483+77

−91 2718+84
−98 2452+79

−83 2630+79
−93

RAPGAP 2966+91
−104 3201+101

−102 2906+93
−88 3120+95

−99

QCDINS 521+10
−13 524+11

−13 501+10
−13 531+11

−13

Table 1: Number of events observed in the data and expected from the DJANGOH and RAP-
GAP simulation after optimising theI-signal to background ratio. The quoted error contains
the full statistical and systematic uncertainty added in quadrature.

In the signal region,2492 events are observed in the data, while2483+77
−91 (2966+91

−104) are296

expected for DJANGOH (RAPGAP). In table 1 the results for theother methods are presented.297

Since no evidence for QCD instanton-induced processes is observed, the data are used to set298

the exclusion limit.299
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7 Exclusion Limits for Instanton-induced Processes300

The upper limit is determined from a CLs statistical analysis [56, 57] using the the method
of fractional event counting, optimised for the presence ofsystematic uncertainties [58]. A
test statisticX is constructed as a fractional event count of all events using the discriminator
histogram:

X =

Nbin
∑

i=1

wini , (4)

where the sum runs over all bins andni is the number of events observed in bini. The weights301

wi, solutions of the appropriate set of linear equations, are defined in such a way as to unsure302

that only bins with both a large signal contribution and small systematic uncertainties enter303

with sizeable weights into the test statisticX. In case of negligible systematic uncertainties,304

the weights behave aswi = si/(si + 2bi) wheresi andbi are the predicted a signal and back-305

ground number of events for a giveni bin, respectively. A large number of MC experiments are306

generated by varying the expected number of eventssi + bi within the uncertainties. System-307

atic uncertainties are treated as Gaussian distributions and statistical fluctuations are simulated308

using Poisson statistics. If the calculated confidence level CL = 1-Cls does not reach the re-309

quested value (95% ) the expected signal is scaled by a factorxf and the the limit calculation is310

repeated. Assuming the predicted signal isNs = σsLǫs whereσs is the signal cross-section,L311

is luminosity andǫs is the signal efficiency then the95% CL limit can be taken asxfσs [59].312

Figure 8 shows the behaviour of the observed Cls for different tested values of the instanton313

cross-section, computed with 2M toy MC simulations per point. Also the expected median314

upper-limit (i.e. the background-only hypothesis ) with the bands corresponding to±1σ and315

±2σ fluctuations is shown. The observed limit is1.6 pb at95% CL in comparison with the316

theoretically predicted cross-section of10 pb.317

8 Conclusion318

A search for QCD instanton-induced processes is presented in deep-inelastic scattering at the319

electron-proton collider HERA in the kinematic region defined by the Bjorken-scaling variable320

x > 10−3, the inelasticity0.2 < y < 0.7 and the photon virtuality150 < Q2 < 15000 GeV2.321

The search is performed using H1 data corresponding to an integrated luminosity of357 pb−1.322

Several observables of the hadronic final state of the eventsare exploited to identify a po-323

tentially instanton-enriched domain. Two Monte Carlo models, RAPGAP and DJANGOH, are324

used to estimate the background from the standard DIS processes, and the instanton-induced325

scattering processes are modeled by the program QCDINS. In order to extract the expected sig-326

nal a multivariate data analysis technique is used. No evidence for QCD instanton-induced pro-327

cesses is observed Using CLs statistical method the upper limit on the instanton cross-section328

of 1.6 pb at95% CL is set. This result suggests the exclusion of the theoretically predicted329

cross-section of10 pb.330
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Figure 2: Distributions of the observables used in the multivariate analysis : (a) the transverse
current jet energy,ET,Jet, (b) the charged particle multiplicity in theI-band,nB, two variables
measuring the azimuthal isotropy of the event (c)∆B and (d)EIN , and (e) the reconstructed
instanton kinematic variablex′. Data (filled circles), the QCD model background Monte Carlo
simulations (dotted and solid lines) and the QCDINS prediction scaled up by a factor of50
(hatched) are shown. The error band, shown only for DJANGOH MC, represents the statistical
and systematic uncertainties added in quadrature.
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Figure 3: Distributions of the observables unused in the multivariate analysis: the reconstructed
instanton kinematic variable,Q′2 , the total scalar transverse energy of all hadronic final state
objects in theI-band,ET,B, two variables measuring the azimuthal isotropy of the event EOUT

andSphB, and the Fox-Wolfram momentH10. Data (filled circles), the QCD model background
Monte Carlo simulations (dotted and solid lines) and the QCDINS prediction scaled up by a
factor of50 (hatched) are shown. The error band, shown only for DJANGOH MC, represents
the statistical and systematic uncertainties added in quadrature.
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Figure 4: The distribution of the discriminator from the PDERS method. Data (filled circles),
the QCD model background Monte Carlo simulations (dotted and solid lines) and the QCDINS
prediction (hatched) are shown. The error band, shown only for DJANGOH MC, represents the
statistical and systematic uncertainties added in quadrature.
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Figure 6: The distribution of the discriminator from the PDERS method in the signal region
(D > 0.86). The error bands represent the statistical and systematicuncertainties added in
quadrature.
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Figure 7: Distributions of the observables unused in the multivariate analysis after the cut on
the discriminator (D > 0.86) to enrich the expected signal: (a) the reconstructed instanton
kinematic variable,Q′2 , (b) the total scalar transverse energy of all hadronic finalstate objects
in theI-band,ET,B, two variables measuring the azimuthal isotropy of the event (c) EOUT and
(d) the sphericitySphB, and the Fox-Wolfram momentH10. Data (filled circles), the QCD
model background Monte Carlo simulations (dotted and solidlines) and the QCDINS prediction
(hatched) are shown. The error bands represent the statistical and systematic uncertainties added
in quadrature.
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Figure 8: Observed CLs (solid, red line) as a function of the instanton cross section. The
95% CL limit is indicated by the horizontal (blue) line. The darkand light bands correspond to
±1σ and±2σ fluctuations on the expectation (dashed line).
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