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Abstract

Jet-lepton azimuthal asymmetry harmonics are measured in deep inelastic scattering data collected
by the HI detector using HERA Run II collisions. When the average transverse momentum of
the lepton-jet system, |131_|, is much larger than the total transverse momentum of the system, |g | |,
the asymmetry between P, and g is expected to be generated by initial and final state soft gluon
radiation and can be predicted using perturbation theory. Quantifying the angular properties of the
asymmetry therefore provides a novel test of the strong force and is also an important background
to constrain for future measurements of intrinsic asymmetries generated by the proton’s constituents
through Transverse Momentum Dependent (TMD) Parton Distribution Functions (PDF). Moments
of the azimuthal asymmetries are measured using a machine learning technique that does not require
binning and thus does not introduce discretization artifacts.
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1 Introduction

Due to momentum conservation, the outgoing objects in collision systems, such as hadronic jets or
leptons, are nearly back-to-back in the transverse plane. Large deviations from this back-to-back con-
figuration can be generated in reactions producing more than two outgoing objects or when one of the
outgoing objects undergoes a hard, wide-angle emission. Small deviations can also be generated by ini-
tial and final state radiation, also from the intrinsic structure of the colliding particles when at least one
is a hadron. Sources of these deviations include the elliptic gluon Wigner distributions [1-6], intrinsic
momentum of polarized gluons within the hadron [7-13] that are predicted to generate a cos(2¢) asym-
metry. More recently, this observable is predicted to be sensitive saturation phenomena [14]. The goal
of this measurement is to probe a region of phase space where extrinsic contributions to the asymmetry
are expected to dominate [15] that have nothing to do with the non-trivial intrinsic structure of the target
hadron. This may provide essential constraints for future explorations of intrinsic asymmetries.

The data used in this study are from deep inelastic scattering (DIS) events collected by the H1 detector
using positron-proton collisions from the HERA II collider. Events with a high squared momentum trans-
fer between the lepton and proton, Q2, are examined in the laboratory frame for the imbalance between
the scattered electron and outgoing jet. Previous measurements of lepton-jet correlations in the labora-
tory frame using the same dataset explored various kinematic properties [16, 17]. The measurement in
Ref. [16] was performed simultaneously in the lepton kinematic properties, the jet transverse' momen-
tum, the jet pseudorapdiity 7, the relative transverse electron-jet momentum imbalance g7 /Q, and the
angular separation in the transverse plane, A¢. The results were presented as four binned differential
cross section measurements. Reference [17] extended this result by presenting the four observables in
bins of Q7 and inelasticity. The goal of the current analysis is to extend the previous results by measuring
the moments of the azimuthal asymmetry harmonics as a function of total transverse momentum, ¢ .

The previous simultaneous eight-dimensional measurement was enabled by the machine learning-based
unfolding method MULTIFOLD [18, 19]. In addition to the lepton-jet studies described above, MULTI-
FoOLD has also been used to measure properties of jet substructure [20,21]. A key feature of MULTIFOLD
is that it is unbinned, so the measurement of moments is unaffected by binning artifacts. As the goal of
the present analysis is to measure moments as a function of energy scale, the unbinned nature of MUL-
TIFOLD will play a critical role in achieving a precise result.

This note is organized as follows. Section 2 introduces the H1 detector and the analysis observables.
Then, Sec. 3 describes the Monte Carlo simulated datasets used for the analysis. Corrections for detector
effects (unfolding) using the MULTIFOLD algorithm are detailed in Sec. 4. Uncertainty estimation is
detailed in Sec. 5. Theoretical predictions using Quantum Chromodynamics (QCD) and experimental
results are presented in Sec. 6 and the note ends with conclusions and outlook in Sec. 7.

2 Experimental method

A full description of the H1 detector can be found elsewhere [22-26] while the detector components that
are most relevant for this measurement are described below. The main sub-detectors used in this analysis
are the inner tracking detectors and the Liquid Argon (LAr) calorimeter, which are both immersed in a
magnetic field of 1.16 T provided by a superconducting solenoid. The central tracking system, which
covers 15° < 0 < 165° and the full azimuthal angle, consists of drift and proportional chambers that are
complemented with a silicon vertex detector in the range 30° < 6 < 150° [27]. It yields a transverse
momentum resolution for charged particles of 6, /pr = 0.2% p1t/GeV @ 1.5%. The LAr calorimeter,
which covers 4° < 8 < 154° and full azimuthal angle, consists of an electromagnetic section made of

IThis measurement uses a right handed coordinate system defined such that the positive z direction points in the direction
of the proton beam and the nominal interaction point is located at z = 0. The polar angle 0, is defined with respect to this axis.
The pseudorapidity is defined as 1M, = —Intan(60/2). For this work, we are using 1 = 1My,p.
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lead absorbers and a hadronic section with steel absorbers; both are highly segmented in the transverse
and longitudinal directions. Its energy resolution is og /E = 11%/+/E/GeV @ 1% for leptons [28] and
or/E ~ 50%/\/E/GeV @& 3% for charged pions [29]. In the backward region (153° < 6 < 177.5°),
energies are measured with a lead-scintillating fiber calorimeter [26]. Results are reported using the data
recorded by the H1 detector in the years 2006 and 2007 when positrons and protons were collided at
energies of 27.6 GeV and 920 GeV, respectively. The total integrated luminosity of this data sample
corresponds to 228 pb~! [30].

Events are triggered by requiring a high energy cluster in the electromagnetic part of the LAr calorimeter.
The scattered lepton is identified as the highest transverse momentum LAr cluster matched to a track
passing an isolation criteria [31]. Events containing scattered leptons with energy E, > 11 GeV are
kept for further analysis, resulting in a trigger efficiency higher than 99.5% [32, 33]. Backgrounds from
additional processes such as cosmic rays, beam-gas interactions, photoproduction, charged-current DIS
and Quantum Electrodynamics (QED) Compton processes are rejected after dedicated selection [33,34],
resulting in negligible background contamination.

This work aims to measure the azimuthal angular asymmetry between the scattered lepton and recon-
structed jet - see Fig. 1. This asymmetry is denoted as ¢, and is calculated as the azimuthal angle between
total lepton-jet transverse momentum,

gL =ki +ky, (1)

and the average lepton-jet transverse momentum,

Py = (ki —ki1)/2. 2)
Thus, ¢ is given by: . .
¢ =cos '[(¢-PL)/(IqL]-|PL])]- 3)
kJJ_

Fig. 1: Lepton-jet final state in the transverse plane perpendicular to the beam direction. The lepton-jet total
transverse momentum is labeled ¢, = kﬁ + k}' 1. The average lepton-jet transverse momentum is denoted P | =
(k;l + k;l) /2. The angle between the two vectors is designated ¢. While the soft gluon (sg) radiation tends to be
collinear to the jet axis, radiation that falls outside of the jet radius can result in a measurable lepton-jet momentum

-

asymmetry. For this simple schematic, §| = —k;g| from momentum conservation.

The measurement is presented in terms of three harmonics of @: cos(¢),cos(2¢), and cos(3¢), as
relevant perturbative QCD calculations obtain the azimuthal angle anisotropies of two-particle (or jet)
correlations through harmonic analysis that extracts the Fourier coefficients for cos(¢),cos(2¢), and

cos (3¢9).
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For events where P| > g, soft gluon radiation can dominate the asymmetry. This is because radiative
corrections are thought to be enhanced by large double logarithms: ot In? (Pf/ qi)” [15]. To facilitate
comparisons to perturbative QCD (pQCD) calculations and to satisfy the condition P > g , only events
with g, / p'Tet < 0.3 are selected. Note that P, ~ p';t after our kinematic selection.

DIS reactions are governed by the momentum transferred between the lepton and proton squared, Q°, and
the inelasticity y, or equivalently, the longitudinal momentum fraction x = Q?/(sy). The £ method [35]
is used to reconstruct Q% and y as:

Ez/ SiIl2 0,

Q= )
-y

Yichad(Ei — Piz)

N : 5)
Yichad(Ei — piz) + E; (1 —cos6,)

y

where 6, is the polar angle of the scattered lepton and Y(E; — p; ;) is the total difference between the
energy and longitudinal momentum of the entire hadronic final state. Compared to other methods, the X
reconstruction reduces sensitivity to collinear initial state QED radiation, e — e, since the beam energies
are not included in the calculation.

The FASTJET 3.3.2 package [36,37] is used to cluster jets in the laboratory frame with the inclusive
kr algorithm [38,39] and distance parameter R = 1. The inputs for the jet clustering are hadronic final
state (HFS) objects with —1.5 < n < 2.75. These objects are built from calorimeter-cell clusters and
reconstructed tracks, after removing those associated with the scattered lepton, using an energy flow
algorithm [40—42]. Jets with transverse momentum pj]?t > 5 GeV are selected for further analysis.

The input for the jet clustering at the generator level (“particle level”) are final-state particles with proper
lifetime ¢7 > 10 mm, excluding the scattered lepton. Reconstructed jets (reco) are matched to the gener-
ated jets (gen) with an angular distance selection of AR? = ( éeetn — 3250)2 + (néeetn — nﬂ§£0)2 <0.9%.
Events with Q% > 150 GeV?, 0.08 < y < 0.7, and at least one jet participate in the unfolding (Sec. 4).
The final measurement is presented using the leading jet in the event within a fiducial volume defined by
0 > 150 GeV?,0.2 <y < 0.7, pi' > 10 GeV, —1.0 < ni*t < 2.5, and ¢, /p' <0.3.

3 Monte Carlo simulations

Monte Carlo (MC) simulations are used to correct the data for detector acceptance and resolution effects
as well as to compare theoretical predictions with unfolded results.

Detector acceptance and resolution effects are estimated using DJANGOH [43] 1.4 and RAPGAP [44] 3.1
simulators. Both generators implement Born level matrix elements for neutral current DIS, boson—gluon
fusion, and QCD Compton processes and are interfaced with HERACLES [45-47] for QED radiation.
The CTEQ6L PDF set [48] and the Lund hadronization model [49] with parameters determined by the
ALEPH Collaboration [50] are used for the non-perturbative components. DJANGOH uses the Colour
Dipole Model as implemented in ARIADNE [51] for higher order emissions, and RAPGAP uses parton
showers in the leading logarithmic approximation. Each of these generators is combined with a detailed
simulation of the H1 detector response based on the GEANT3 simulation program [52] and reconstructed
in the same way as data.

Predictions from PYTHIA 8.3 [53, 54] are used for comparison using the default implementation and
two additional parton shower implementations: VINCIA [55,56] and DIRE [57]. VINCIA uses a pt-
ordered model for QCD + QED showers based on the antenna formalism while DIRE implements a
pt ordered dipole shower similar to ARTADNE. The NNPDF3.1 PDF set [58] is used for both default
and VINCIA implementation and MMHT 14nlo68cl PDF set [59] is used for the DIRE implementation.
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Predictions from HERWIG 7.2 [60, 61] are calculated using the default implementation parameters and
the CT14 [62] PDF set.

4 Unfolding

The unfolding procedure for this measurement, MULTIFOLD, is the same one used in [63]. A key advan-
tage of MULTIFOLD is the re-usability of the unfolded events, as demonstrated with this measurement.
The MULTIFOLD method is an iterative two-step (expectation-maximization) procedure to correct for
detector effects. The goal is to infer particle-level data using detector-level data and simulations. The
main components of MULTIFOLD are explained in more detail below.

jet

The unfolded phase space will consist of ¥ = (p¢, p¢, p¢, pr , ¥, 07, g1 /Q,A¢™). p¢,p¢, and p¢ are

the £, y, and Z component of the lepton momentum in cartesian coordinates, respectively. p’{ft and it are
the transverse momentum and pseudorapidity of the jet. ¢ is the azimuthal angle of the jet, measured
in the transverse plane in the lab system, not to be confused with the primary observable of this work,
¢, which is taken as the angle between P| and §,. ¢ /Q is the total transverse momentum of the event
devidide by the momentum transfer square. Lastly, A¢/ is the azimuthal angle measured between the
jet and the lepton in the transverse plane.

The first step of MULTIFOLD uses observables at detector level while the second step operates at particle
level. Let Xqaa = {X;} be the set of events in data and Xyic gen = {¥een,i} and Xmc reco = {¥reco,i} be sets
of events in simulation with a correspondance between the two sets. In simulation, there are a set of
observables at particle-level and detector-level for each event. If an event does not pass the particle-level
or detector-level event selection, then the corresponding set of observables are assigned a dummy value
X = 0. Each event i in simulation is also associated with a weight w; from the MC simulation.

MULTIFOLD achieves an unbinned unfolding by iteratively reweighting the particle-level events. Each
event i in simulation is given a weight v; and these weights are updated at each iteration. The final result
is the simulated events with weights v;w;. From these events, one can compute new observables defined
on X and can construct histograms or other summary statistics. The MULTIFOLD weights are initialized
at v; = 1, i.e. the prior is the initial MC simulation.

The first step of MULTIFOLD is to train a classifier f to distinguish the weighted simulation at detector-
level from the data. The classifier is trained to maximize the common binary cross entropy:

Y log(f(x)+ ), viwilog(l1—f(%)), (6)

Xi EXdata Xi EXMC,rcco

where both sums only include events that pass the detector-level selection. For events that pass the
detector-level selection, define A; = v; x f(X;)/(1 — f(X;)) for X; € Xmcreco- This manipulation of the
classifier output is known (see e.g. Refs. [64,65]) to produce an estimate of the likelihood ratio between
data and simulation. For events that do not pass the detector-level selection, A; = v;.

The second step of MULTIFOLD is a regularization step. The weights A; are insufficient because they
are not a proper function of the particle-level phase space. In other words, a single phase space point
Xgen can be mapped to different X.c, values under the stochastic detector response. The second step of
MULTIFOLD averages the weights A for a fixed particle-level phase space point. This is accomplished
by training a classifier to distinguish the particle-level simulation weighted by v from the particle-level
simulation weighted by A. The loss function is once again the binary cross entropy:

Y, Aiwilog(f(%))+ viwilog(1 — f(%))), (7)

X €XMC truth
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where the sum only includes events that pass the particle-level selection. For events that pass the particle-
level selection, define v; = v; x f(Xi)/(1 — f(X;)) for X; € Xpcwrun- For events that do not pass the
particle-level selection, V; is left unchanged from its previous value.

The classifiers for Steps 1 and 2 are parameterized as fully connected deep neural networks. These
networks are implemented in TENSORFLOW [66] and KERAS [67] and optimized using ADAM [68]. The
input layer to the neural networks has 8 nodes, corresponding to the 8 dimensions of X used for unfolding.
All inputs are standardized so that each dimension of X has mean zero and unit standard deviation.
Following the input, there are three hidden layers, with 50, 100, and 50 nodes, respectively. Each layer
has a rectified linear unit activation function and the network output is a single node with the sigmoid
activation function. None of these hyperparameters were optimized and all other hyperparemeters are
set to their default values. In particular, the network biases are all initialized to zero and the weights are
initilaized using the Glorot uniform distribution [69]. In order to minimize variations from the stochastic
nature of the training procedure, 10 networks are trained for each configuration and the final result is
taken as the median over the 10 values per event.

For training, the inputs are partitioned equally into a training and validation set. This partition is random
and redone at each iteration. Training proceeds for 10,000 epochs with an early stopping mechanism
that halts training if the validation loss does not decrease for 10 consecutive epochs. Step 1 training uses
a batch size of 50,000 events and a learning rate of 2 x 10~°, while step 2 training uses a batch size of
100,000 events and a learning rate of 5 x 107, The networks are trained using NVIDIA Quadro RTM
6000 Graphical Processing Units (GPUs). These GPUs have sufficient memory (24 GB) to simultane-
ously fit all of the inputs and the model into memory. The training time for both Step 1 and Step 2
decreases with each iteration since the MC at particle level is reweighted to successively better match the
data with each iteration. For instance, the first iteration of Step 1 takes 3350 seconds and Step requires
2500 seconds. In the fifth iteration, Step 1 only takes 660 seconds and Step 2 requires 540 seconds.

5 Uncertainties

Systematic uncertainties on the description of the detector are estimated by varying the relevant aspects
of the simulation and carrying out the full unfolding procedure with the varied simulation set.

As the main observable of this work ¢, is calculated from the outgoing 4-momenta of the scattered lepton
and hadronic final state, their uncertainties (in particular energy scale and azimuthal angle) are carefully
considered. Uncertainties on HFS energy scale are attributed to two different contributions: HFS objects
contained in high ptt jets and other remaining HES objects. The energy-scale uncertainty in both cases
is £1%. Both sources of uncertainty are estimated separately [70, 71] by varying the each HFS energy
by £1%. An uncertainty of £20 mrad is assigned to the azimuthal angle determination of HFS objects.
The uncertainties on the lepton energy scale ranges from £0.5% to =1% [71, 72]. Uncertainties on the
azimuthal angle of the scattered lepton are estimated to be =1 mrad [73].

Additional uncertainties from the unfolding procedure are estimated to cover a possible bias from the
generator choice used to perform the unfolding procedure. Those include a model bias, estimated by
the difference in results obtained when performing the unfolding with the RAPGAP or DJANGOH simu-
lations. For the cos(2¢) and cos(3¢) harmonics, the model uncertainty is the leading uncertainty. The
model bias is plotted together with the nominal results in Figure 2.

QED corrections accounting for virtual and real higher-order QED effects are taken as an uncertainty and
are estimated by comparing the simulation response with and without initial QED radiation with residual
differences taken as the uncertainty. The mean azimuthal angular asymmetry of the events that pass our
selection is reported, thus normalization uncertainties, such as luminosity scale and trigger efficiencies
are not considered.
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Fig. 2: The nominal results (black points) plotted with the model bias (green bars) for the three harmonics of the
azimuthal angular asymmetry, cos(¢),cos(2¢), and cos(3¢) plotted as a function of ¢ . The bottom panel shows
the absolute difference between the bias study and the nominal results. The model bias represents the leading
uncertainty for the cos(2¢) and cos(3¢) harmonics.

The statistical uncertainty is estimated using the bootstrap technique [74]. The unfolding procedure is
repeated on 100 pseudo datasets, each defined by resampling the original dataset according to a Poisson
distribution with g = 1. The number of MC events exceeds the number of data events by nearly two
orders of magnitude and therefore the MC statistical uncertainty is negligible compared to the corre-
sponding data uncertainty. Due to the ensembling procedure described in Sec. 4, variations from the
random nature of the network initialization and training are negligible compared to the data statistical
uncertainty.

The major sources of uncertainty are plotted in Fig 2 as a function this measurement’s independent
variable, ¢ . The uncertainties are reported as absolute quantities due to the central values of the mea-
surement being very close to 0.

6 Results

Unfolded results are presented as a function of g . The cos(¢), cos(2¢), and cos(3¢) harmonics of the
lepton-jet azimuthal angular asymmetry are shown in Figure 3 and are compared to various Monte Carlo
generators (PYTHIA, RAPGAP, and DJANGO).

The measurements are also compared to a perturbative QCD calculation involving soft-collinear gluon
resummation for similar kinematics [15]. While there is reasonable agreement within uncertainties for
the cos2¢ and cos3¢ distributions, the first harmonics shows a sizable disagreement with measured
data. The pQCD calculation does accurately predict, however, that the cos(¢) term to be the leading
term is the lepton-jet events. Nonetheless, the disagreement in the cos(¢) distributions could indicate
non-perturbative contributions (or more relevantly, suppression) of the asymmetry. Additional studies
.. et . . . . . . . .
requiring larger p’T may provide insight into the magnitude of non-perturbative contributions.

This observable was also calculated with kinematics relevant for the upcoming electron ion collider ex-
periment [14]. While the observable is the same, the physical source of the asymmetry was calculated for
gluon saturation effects. Conclusions from the comparison of these models to this specific measurement
should be drawn cautiously, as the calculations were performed with different kinematics as input’. Two

ZWe are reaching out to the authors to see if they can recalculate the results for our kinematics, and more importantly with
a jet resolution parameter of 1.0, instead of the 0.4 in the paper. For now I'm excluding the gluon saturation calculations
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of the calculations performed express the quark distribution in terms of a dipole scattering amplitude.
They then use a solution to the Sudakov suppressed Balitsky-Kovchegov (rcBK solution) [75] evolution
equation as input dipole scattering amplitude for one calculation, and a 3-parameter model fit to HERA
data labelled as Golec-Biernat and Wusthoff (GBW) model, that aims to describe saturation phenomena
at low Q2 [76]. The final and third calculation uses the CT18A PDF that involves a next-to-leading order
(NLO) TMD calculation using collinear PDFs [77]. Importantly, all three calculations require small g ,
g1 < 3.0 GeV. All three calculations deviate from measured data substantially for cos(¢) and cos(2¢)
distributions, but agree within uncertainties for cos(3¢). This may indicate an over estimate of contribu-
tions from gluon saturation, but more precise comparisons with matching kinematics would be required
for future studies.

Three PYTHIA models are compared to the data with varying agreement for each harmonic. PY THIA
+ VINCIA shows the best agreement with the measured data for cos(¢), however shows the largest
deviation from data for cos(2¢). PYTHIA and PYTHIA + DIRE are very similar for the most part,
and show good agreement with the measured data for all ¢, bins for cos(2¢), but deviated from the data
at low g, for cos(¢). All three PYTHIA predictions for cos(3¢) agree with data within uncertainties.
RAPGAP and DJANGO agree with the measured data for almost all g; bins for all harmonics.
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Fig. 3: Three harmonics of the azimuthal angular asymmetry between the lepton and leading jet as a function of
q . . Predictions from multiple simulations as well as a pQCD calculation are shown for comparison. The absolute
difference between data and predictions is shown in the bottom panels.

7 Conclusions

A measurement of the azimuthal angular lepton-jet asymmetry in positron-proton collisions is presented.
The measurement is shown as a function of the total transverse momentum, ¢ ;. This observable is
sensitive to initial and final state soft gluon radiation.

While theory predictions involving soft gluon resummation in the TMD factorization framework dis-
agree with the measured data, there is reasonably good agreement between the measurement and DIS
event generators DJANGOH and RAPGAP. Both the nominal PYTHIA results and alternative parton
showers show large disagreements with data. This could indicate that non-perturbative contributions are
larger than expected, or that the condition that P| > g begins to be compromised around g, ~ 3.0 GeV.
A measurement of the asymmetry angle using jets with a resolution parameter of R=0.4 would be a very
logical follow up study. As the jet cone is smaller, less soft gluon radiaton would be reconstructed as part
of the final state jet, and should result a larger measured asymmetry.

Results unfolded to generator level are reported using novel machine learning methods. All measured
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quantities are calculated using previously unfolded results. The results presented in the work represent
the first re-use of previous results of MULTIFOLD for a new observable. This is a key step towards
demonstrating the potential for unfolding entire datasets with these novel machine learning methods,
where collaborations can produce a multidude analyses from a single unfolding procedure.
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