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Abstract

The process vp — Y in which the outgoing photon has transverse momentum py(.) > 2
GeV and there is a large rapidity gap between the proton dissociative system Y and the
outgoing photon is studied for the first time with the H1 detector at HERA. Cross sections
are measured differentially in the squared 4-momentum transfer at the proton vertex, t,
and z, = (E + p.),/2E,, where E, is the incoming proton energy. All cross sections
are consistent with a perturbative QCD model calculated using the leading logarithmic
approximation of BFKL.
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Figure 1: Schematic illustration of the process vp — ~Y'.

1 Introduction

The process vp — ~Y (figure 1) where the final state photon carries a large transverse mo-
mentum and is well seperated from the proton dissociative system Y provides a uniquely clean
probe of the underlying dynamics of the diffractive process [1-5]. Requiring that the scattered
photon has a large transverse momentum pf(w) ~ —t >> AéCD ensures the applicability of
perturbative QCD [6]. Because the X system consists of only a single photon, an experimental
measurement can be made in an extended pseudorapidity range compared with high-¢ diffrac-
tive vector meson production [7,8]. This has the important effect of giving access to the region
of large centre of mass energy of the hard subprocess s (the separation in rapidity between the
struck parton in the proton and the final state photon is An ~ log(é/pf(v))), which is desirable
from a theoretical point of view because perturbative calculations within the leading logarithmic
approximation of BFKL [9-11] are strictly valid only in the asymptotically high s region. The
theoretical calculations are further simplified by the absence of a vector meson wavefunction:
the only non-perturbative part resides within the proton structure function, which factorises in
the usual way.

After a brief description of the H1 detector in section 2, the selection of the events and the
definitions of the measured cross sections are discussed in section 3. The Monte Carlo models
used to correct the data and to compare to the BFKL predictions, are described in 4. The results
and model comparisons are presented and discussed in section 5.

2 TheH1 Detector

A detailed description of the H1 apparatus can be found elsewhere [12]. The following briefly
describes the detector components relevant to this analysis.
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A liquid argon (LAr) calorimeter covers the range in polar angle 4° < 6 < 153° (3.35 > n >
—1.43) with full azimuthal coverage ! . The LAr calorimeter consists of an electromagnetic
section with lead absorbers and a hadronic section with steel absorbers, with a combined depth
between 4.5 and 8 interaction lengths. Both sections are highly segmented in the transverse and
longitudinal directions with about 44000 cells in total. The absolute hadronic energy scale is
known to 4% for this analysis. The polar region 153° < 6§ < 177.8° (—1.43 > n > —3.95) is
covered by the SPACAL [13], a lead-scintillating fibre calorimeter with both electromagnetic
and hadronic sections, with a combined depth of 2 interaction lengths. The scattered photon en-
ergy is measured in this detector to an accuracy of 1%. The scattered photon angle is measured
to an accuracy of + 1 mrad.

Charged particles are detected in the Central Tracking Detector (CTD) (1.74 > n > —1.74)
and Backward Silicon Tracker (BST) (—1.84 > n > —3.35). The CTD comprises two large
cylindrical jet drift chambers and two z-chambers arranged concentrically around the beam-
line. The BST consists of eight planes of silicon detector discs with 16 wedge shaped four-inch
wafers per disc. The trackers lie within a solenoidal magnetic field of 1.15T.

The luminosity is measured from the reaction ep — ep~y with two TICI/TIBr crystal calorimeters
[12], the electron and photon taggers, installed in the HERA tunnel. The electron tagger is
located at = = —33 m from the interaction point in the direction of the outgoing lepton beam
and the photon tagger is at z = —103 m.

3 Event Sdlection and Kinematic Reconstruction

The data for this analysis were collected with the H1 detector during the 1999-2000 running pe-
riod, when HERA collided 27.6 GeV positrons with 920 GeV protons. An integrated luminosity
of 47.6 pb~ ' is used.

Photoproduction events were selected by detecting the scattered positron in the electron tagger
of the luminosity system. This restricts the virtuality of the photon to Q? < 0.01 GeV?. The
photon-proton centre of mass energy was restricted to the range 175 < W < 247 GeV to avoid
regions of low electron tagger acceptance.

Events were triggered by demanding energy in the electromagnetic section of the SPACAL
calorimeter. One of the triggers used additionally required an energy deposit in the 33m electron
tagger. No tracking requirements were imposed at the trigger level. The trigger efficiency was
calculated from data using a combination of independent triggers and special data-taking runs,
and found to be close to 100 % for all measured data points.

Photons with an energy of at least 8 GeV were identified in the SPACAL calorimeter by im-
posing cuts on the electromagnetic cluster radius and hadronic energy behind the cluster, and
demanding that there was no track associated with the cluster. Additional fiducial cuts were
applied on the position of the cluster in SPACAL to remove regions of low efficiency. No other
energy deposits (above a noise threshold) were allowed in the SPACAL.

19 is measured relative to the outgoing proton beam direction, which defi nes the positive » axis and the forward
direction. Pseudorapidity is defi ned asn = —In(tanf/2).
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Hadronic final state objects were defined using a combination of tracking and calorimetric in-
formation. An algorithm was used which avoids the double counting of tracks and calorimeter
clusters [14].

Diffractive events were selected by requiring that y,» < 0.018, where

p-(g—X) ~ ZY(E_PZ)
qgp 2F,

. (1)

Here, p and ¢ are the 4-vectors of the incoming proton and photon respectively and X is the
4-vector of the scattered photon. The quantity is calculated experimentally by summing the
E — P, of all hadronic final state objects in the event (i.e. all measured particles except the
scattered electron and high p, photon), and dividing by twice the incoming photon energy £.,.
This method has the experimental advantage that particles lost in the forward beam pipe do not
contribute much to the numerator. As y» ~ e~27, this cut ensures that there is a large rapidity
gap between the photon and the proton dissociative system 2. However, no proton dissociative
system is required to be seen in the detector.

In addition to the kinematic variables defined above, the variable x p is defined as

q.(p -1 ) (E I z)“/
—_ Y 2
e q.p 2E, 2)

where Y" is the 4-vector of the proton dissociative system, (E + P,)., is the E + P, of the photon
candidate and £, is the energy of the incident proton.

4 Monte Carlo ssmulations and data corrections

The HERWIG 6.1 [15] Monte Carlo event generator was used to correct the data for detector ac-
ceptance and bin migration effects, and to make model comparisons. HERWIG is the only event
generator at present in which the diffractive high-¢ photon sub-process has been implemented.
Details can be found in [5]. The calculation has been completed within the leading logarithmic
approximation (LLA) of BFKL, and includes contributions from both real and virtual incoming
photons [3,4]. At leading logarithmic accuracy, the strong coupling constant «, is a fixed pa-
rameter. This means that there are two independent free parameters in the calculation: the value
of « in the pre-factor of the cross section (which enters to the fourth power) and the value of
as in the pomeron intercept 14 wq, where wy = (3a/7m)4In2 in the LLA. In all that follows, we
chose these two values of «, to be equal (a; will henceforth be refered to as @;). Note, however,
that this is an arbitrary choice. In particular, to the accuracy of the present calculations

do 1 /1 \**"
() ©
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so the slope of the x p distribution is affected only by the choice of @y in the pomeron intercept.

2To ensure effi cient background rejection, a minimum rapidity gap of An = 2 is required between the photon
candidate and the edge of the proton dissociative system. This requirement is corrected for in the fi nal cross
sections.



A HERwWIG sample with @; = 0.17 was passed through a full simulation of the H1 detector
and used to correct the data for detector acceptance and bin migration effects. This sample
was found to give a good description of the data for all kinematic distributions considered. In
order to investigate the model dependence of the detector correction procedure, the Monte Carlo
sample was reweighted in zp, py,) and My, the mass of the proton dissociative system. The
model dependence of the detector acceptance corrections was included in the systematic errors
as detailed in section 5.

The photon-proton (vp) cross sections were extracted by dividing the ep cross sections by the
effective photon flux [17] integrated over the W and Q2 range of the measurement.

The background from inclusive diffractive photoproduction events, in which a single electro-
magnetic particle fakes the photon candidate in the SPACAL or escapes detection, and all other
hadronic activity falls below the SPACAL noise cuts, was simulated using the PHOJET Monte
Carlo generator [16]. There was a small contamination from this background of less than 9% for
all bins. A bin-by-bin subtraction was made to remove this background. In order to investigate
the background from high-t diffractive w production, where the w decays in the 7% channel,
a sample was generated using the DIFFVM Monte Carlo [18]. The contribution was found
to be negligible. Background from standard DIS events, in which the scattered electron fakes
the photon candidate and an overlapping photoproduction or Bethe-Heitler event produces an
electron in the 33m tagger, was also considered and found to be negligible.

5 Resaultsand Discussion

The ~p cross section differential in xp, in the range 175 < W < 247 GeV, py,) > 2 GeV,
yp < 0.018, is shown in figure 2. The cross section is defined at the level of stable hadrons.
The inner error bars show the statistical error and the outer error bars show the statistical and
systematic errors added in quadrature. The largest systematic error is due to the error in the
noise subtracted from the LAr calorimeter. The total systematic uncertainty is small compared
to the statistical error. Also shown are the LLA BFKL predictions from the HERwWIG Monte
Carlo. As described in section 4, the data are sensitive to the choice of the &, parameter in
the prediction in two ways. The first is the slope of the x» distribution which, as equation 2
shows, is related to the BFKL pomeron intercept. The cross section clearly rises steeply as z
becomes small - the classic signature of a diffractive process. Within the errors, it is difficult to
distinguish between the slopes of the 3 choices of @, although perhaps @; = 0.15 (a pomeron
intercept of ~ 1.4) leads to too shallow a rise with 1/x . The second point of interest is the
normalisation of the cross section predictions. Here, a choice of a@; = 0.17 gives too large a
cross section. It should be noted however that there is some normalisation uncertainty within
the LLA, even given a choice of a;. It may therefore be possible to fix both @; values at 0.17
and obtain a good description of the data in both normalisation and shape. This is in comparison
to the value @; = 0.18 as used for recent H1 measurements [8, 19].

The ~p cross section differential in the squared 4-momentum transfer ¢ between proton and the
incoming photon (where in photoproduction —t ~ pf(w)), in the range 175 < W < 247 GeV,
0.0001 < zp < 0.0007, yp < 0.018, is shown in figure 3. The largest systematic error is due
to the error in the noise subtracted from the LAr calorimeter . The total systematic uncertainty
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is small compared to the statistical error. In this case, the agreement in the shape of the cross
section between the HERwWIG predictions and the data is perhaps more questionable, for all
values of @ chosen here.

It is worth bearing in mind that there may be important contributions from higher order effects
beyond the LLA, so strong statements about the agreement with the LLA may be premature.
This said, however, the fact that the measured cross section exhibits such a dramatic rise with
energy is a striking result, and there is an reasonable overall agreement with the LLA BFKL
predictions.

6 Conclusions

The process vp — ~Y where the photon carries a large transverse momentum and is well
separated from the proton dissociative system Y has been studied. Cross sections have been
measured differentially in the appropriate energy variable = and the squared 4-momentum
transfer at the proton vertex, t. The cross sections are found to be in reasonable agreement in
both normalisation and shape with the predictions of the leading logarithmic approximation of
BFKL. In particular, the cross section is found to rise very steeply with decreasing x .
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Figure 2: The ~p cross section differential in 2. The inner error bars show the statistical
error and the outer error bars show the statistical and systematic errors added in quadrature.
The dotted line shows the prediction of the leading logarithmic approximation of BFKL as
implemented in HERWIG, for the choice of fixed a; = 0.15 in the prefactor and pomeron
intercept, as described in the text. The dashed line and solid line show the same calculation, for
a, = 0.16 and @, = 0.17 respectively.
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Figure 3: The ~p cross section differential in the squared 4-momentum transfer ¢ at the proton
vertex. The inner error bars show the statistical error and the outer error bars show the statistical
and systematic errors added in quadrature. The dotted line shows the prediction of the leading
logarithmic approximation of BFKL as implemented in HERwIG, for the choice of fixed a; =
0.15 in the prefactor and pomeron intercept, as described in the text. The dashed line and solid
line show the same calculation, for @; = 0.16 and @, = 0.17 respectively.



