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Deeply Virtual Compton Scattering at HERA
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Abstract

The cross section for the Deeply Virtual Compton Scattering (DVCS) process γ ∗p → γp
has been measured with the H1 detector at HERA in an extended kinematic domain. Using
an integrated luminosity of 26 pb−1, the cross section is determined as a function of the
photon virtuality Q2 and of the photon-proton centre-of-mass energy W in the kinematic
region 4 < Q2 < 80 GeV2 and 30 < W < 140 GeV. The measurement is compared with
next-to-leading order perturbative QCD calculations and Colour Dipole model predictions.



1 Introduction

Deeply Virtual Compton Scattering (DVCS), sketched in figure 1a, consists of the hard diffrac-
tive scattering of a virtual photon off a proton. It contributes to the reaction e+p → e+γp which
also receives contributions from the purely electromagnetic Bethe-Heitler process (figures 1b
and c) and the interference between the two processes. Previous DVCS measurements at HERA
can be found in references [1–3].

The interest in the DVCS process results from the particular insight it gives into the appli-
cability of perturbative Quantum Chromo-Dynamics (QCD) to the field of diffractive interac-
tions. In the presence of a hard scale, the DVCS scattering amplitude factorises [6–8] into a
hard scattering part calculable in perturbative QCD and parton distributions which contain the
non-perturbative effects due to the structure of the proton structure. The DVCS process is simi-
lar to diffractive vector meson electroproduction, but with a real photon replacing the final state
vector meson. This allows the theoretical complications and uncertainties associated with the
unknown vector meson wave function to be avoided. However, even at photon virtualities Q2

above a few GeV2, non-perturbative effects influence the predictions and have to be modelled.
The wide kinematic range in the photon virtuality, Q2, accessible at HERA, provides a powerful
probe for the interplay between the perturbative and non-perturbative regimes in QCD. Further-
more, the DVCS process gives access to the Generalised Parton Distributions (GPDs) [6,9,10],
which are generalisations of the familiar parton distributions and incorporate information on
correlations between the momenta of partons in the proton.

This paper presents a new measurement of the DVCS process, in which the cross section is
extracted as a function of Q2 and of the photon-proton centre-of-mass energy W . The measure-
ments extend to larger Q2 and W values than has been previously possible. The data used were
taken at HERA in the year 2000 in which 920 GeV protons collided with 27.5 GeV positrons.
The integrated luminosity of 26.0 pb−1 is 3.5 times larger than the that used in the previously
published H1 cross section measurements [1, 4].

2 H1 detector

A detailed description of the H1 detector can be found in [5]. Here only the detector components
relevant to the present analysis are described. The SpaCal calorimeter covers the backward1 re-
gion of the H1 detector (153◦ < θ < 177.5◦). Its energy resolution for electromagnetic showers
is σ(E)/E ' 7.1%/

√

E/GeV ⊕ 1%. The liquid argon (LAr) calorimeter (4◦ ≤ θ ≤ 154◦)
is situated inside a solenoidal magnet. The energy resolution of the LAr for electromagnetic
showers is σ(E)/E ' 11%/

√

E/GeV . The major components of the central tracking detector
are two 2 m long coaxial cylindrical drift chambers with wires parallel to the beam direction
which form the Central Jet Chamber (CJC). The measurement of charged particle transverse
momenta is performed in a magnetic field of 1.15 T, uniform over the full tracker volume. The
forward components of the detector, used here to tag hadronic activity at high pseudorapidity

1H1 uses a right-handed coordinate system with the z axis pointing along the beam direction, the +z or “for-
ward” direction being that of the outgoing proton beam. Polar angles θ are measured with respect to the z axis.
The pseudo-rapidity is defined by η = − ln tan θ/2.
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(5 ∼
< η ∼

< 7), are the forward muon spectrometer (FMD) and the proton remnant tagger (PRT).
The FMD, designed to identify and measure the momentum of muons emitted in the forward
direction, contains six active layers, each made of a pair of planes of drift cells. The three layers
between the main calorimeter and the toroidal magnet can be reached by secondary particles
arising from the interaction of particles scattered under small angles hitting the beam collima-
tors or the beam pipe walls. Secondary particles or the scattered proton at large |t| can also be
detected by the Proton Remnant Tagger (PRT), located at 24 m from the interaction point and
consisting of double layers of scintillator surrounding the beam pipe.

3 Event selection

The cross section for the Bethe-Heitler (BH) process, which proceeds via Bremsstrahlung from
the positron lines, is largest when the positron and the photon are both produced in the backward
direction. In the DVCS case, the final state photon does not originate from the positron and
therefore the ratio of the DVCS to the BH cross section is expected to increase when the photon
is found in the forward direction. The analysis is thus restricted to the case where the photon
is detected in the central or in the forward parts of the detector, i.e. in the LAr calorimeter. A
data sample dominated by Bethe-Heitler events is used as a reference sample to monitor the
detector’s performance and the simulation thereof. Two event samples are selected according
to:

• DVCS candidate sample: The photon candidate is detected in the LAr calorimeter and
the positron candidate in the SpaCal calorimeter. Both DVCS and Bethe-Heitler processes
are expected to contribute to this sample with similar magnitudes.

• BH dominated sample: The photon candidate is detected in the SpaCal calorimeter and
the positron candidate in the LAr calorimeter. The contribution of DVCS to this sample
is negligible.

The event selection is based on the detection of exactly two electromagnetic clusters, cor-
responding to the final state photon and positron. One cluster is required to be detected in
the SpaCal calorimeter with energy larger than 15 GeV and the other in the LAr calorimeter
(25◦ − 145◦) with a transverse momentum pt > 2 GeV. Events with more than one track
reconstructed in the CJC are rejected. Events with one track are only kept if the track is as-
sociated with one of the clusters and hence identifies the positron candidate. In order to reject
inelastic and proton dissociation events, no further cluster in the LAr calorimeter with energy
above 0.5 GeV is allowed and an absence of activity above the noise level in forward detectors
PRT and FMD is required. The influence of radiative corrections is reduced by requirements
on the longitudinal momentum balance2. To enhance the DVCS signal with respect to the
Bethe-Heitler contribution and to maintain a large detector acceptance, the kinematic domain is
explicitly restricted to Q2 > 4 GeV2, |t| < 1 GeV2 and 30 < W < 140 GeV. The kinematic
variables are reconstructed as described in section 5. Note that for the BH process, the Q2 and
W variables cannot be associated with the photon virtuality and the γ∗p centre-of-mass energy.

2The quantity
∑

E − Pz is required to be above 45 GeV, where E denotes the energy and Pz the momentum
along the beam axis of the final state particles. The sum is calculated for the final state positron and photon.
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4 Theoretical predictions

Calculations of the DVCS cross section have been published based on both NLO QCD calcu-
lations [12–14] and on Colour Dipole models [15, 16]. Both approaches contain “soft” (non-
perturbative) and “hard” contributions.

Freund and McDermott [12, 13] have calculated the NLO QCD amplitude at leading twist.
The soft contribution is based on the aligned jet model [17]. In a recent publication, Fre-
und [14] has included the twist-3 contribution and proposes a parametrisation of the GPD based
on standard (forward) parton densities and a squared four-momentum transfer to the proton (t)
dependence of the form exp(bt) with b = b0(1 − 0.15 log(Q2/2)).

Colour Dipole models are based on the factorisation of the incoming photon wave function,
the qq̄-p cross section and the outgoing photon wave function. The main difference between the
models is the way the qq̄-p dipole cross section is parameterised. Donnachie and Dosch [15]
associate soft pomerons with large dipole sizes and hard pomerons with small dipoles. Favart
and Machado [16] apply the saturation model of Golec-Biernat et al. [18] to the DVCS process,
including the possibility of DGLAP evolution [19]. These predictions only provide the scatter-
ing amplitude at t = tmin ' −m2

pQ
4/W 4. In both cases an exponential t-dependence, ebt, is

assumed.

5 Kinematic variables and Monte Carlo simulation

The reconstruction of the kinematic variables Q2 and Bjorken x relies on the polar angle mea-
surements of the final state electron, θe, and photon, θγ , (double angle method):

Q2 = 4E2

0

sin θγ (1 + cos θe)

sin θγ + sin θe − sin (θe + θγ)
; (1)

x =
E0

Ep

sin θγ + sin θe + sin (θe + θγ)

sin θγ + sin θe − sin (θe + θγ)
; (2)

W 2 =
Q2

x
(1 − x) , (3)

where E0 and Ep are the electron and the proton beam energies, respectively. If no event vertex
is reconstructed, the nominal ep interaction vertex position is assumed for the reconstruction of
these angles. The variable t is very well approximated by the negative square of the transverse
momentum of the outgoing proton. The latter is computed as the vector sum of the transverse
momenta of the final state photon ~ptγ and of the scattered positron ~pte :

t ' −|~ptγ + ~pte |
2 . (4)

Monte Carlo simulations are used to estimate the corrections that must be applied to the
data due to the effects of the acceptance and resolution of the detector. The generated events
are passed through a detailed simulation of the H1 detector and are subject to the same recon-
struction and analysis chain as the data. The Monte Carlo TINTIN [4] is used to model the

3



DVCS and BH processes and their interference. These contributions are simulated according
the prediction of Frankfurt, Freund and Strikman [11], denoted FFS in the following. In order
to subtract the small background contributions, DIFFVM [20] is to simulate diffractive vector
meson electroproduction and GRAPE [21] to model electron pair production via photon-photon
interactions.

6 BH dominated sample

In order to monitor the detector response in the energy and angular range relevant for the DVCS
sample, the kinematic cuts on Q2 and W used in that case are also applied to this sample,
treating the photon candidate in the SpaCal as the scattered positron and the positron candidate
in the LAr calorimeter as the photon. Background contributions from inelastic Bethe-Heitler
events, diffractive ρ meson production and electron pair production are considered. In figure 2
the distributions of several basic quantities are compared with the simulation. A good descrip-
tion of the data by the sum of the different MC samples is achieved, showing that the detector
response is well described by the simulation. Figure 2f), in which the transverse momentum of
the positron measured by the LAr calorimeter is compared with that measured using the track
curvature, illustrates the good calibration of the LAr calorimeter.

7 DVCS candidate sample

This sample is dominated by the DVCS contribution, although the contribution of the Bethe-
Heitler process is not negligible. Significant contamination arises from the DVCS process with
proton dissociation:

e+ + p → e+ + γ + Y, (5)

when the decay products of the baryonic system Y are not detected in the forward detectors.
This typically occurs if the mass of the system for Y is below 1.6 GeV. The sum of the DVCS
and BH contributions in which the proton does not survive intact has been estimated to be
11± 6 % of the final sample. The other sources of background considered are diffractive ω and
φ production as the ω and φ have decay modes to final states including photons (directly or from
π0 decays) or K0

L mesons.

Figure 3 shows both data distributions and the sum of the predictions of the FFS calcula-
tion and the expected backgrounds. All contributions are normalised to the luminosity of the
data sample, using a t slope of b = 7 GeV−2 for the FFS prediction. The pure Bethe-Heitler
contribution is also shown. The kinematic distribution of the DVCS signal is different to that of
the Bethe-Heitler contribution, in particular in the polar angle of the LAr cluster (figure 3e) and
in the coplanarity (figure 3c), which is defined as the difference of the azimuthal angles of the
two clusters and is related to the pt-balance of the positron-photon system. For |t| > |tmin|, the
coplanarity is expected to deviate slightly from 180◦ since the eγ system must balance the trans-
verse momentum of the scattered proton. The coplanarity distribution is found to be broader
in the DVCS candidate sample than in the Bethe-Heitler dominated sample (figure 2c). This is
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attributed to the electromagnetic nature of the BH process, which implies a steeper t distribution
for this process than for the DVCS signal. The distributions of the kinematic variables Q2, W
and t are shown in figure 4 as are the same distributions for the sum of the predictions of the
FFS calculation and the expected backgrounds.

8 Cross section measurement

To extract the cross section, the DVCS candidate sample is corrected for detector effects and for
the initial state radiation of real photons from the positron line using the Monte Carlo simula-
tion. The contamination resulting from inelastic BH and DVCS events with proton dissociation
is subtracted statistically bin by bin. The background contributions from diffractive ω and φ
production, estimated to be 3.5% on average and below 6 % in all bins, are also subtracted bin
by bin.

In the leading twist approximation, the contribution of the interference term to the cross
section is proportional to the cosine of the angle between the plane formed by the incoming and
the scattered positron and the γ∗-proton plane. Since the present measurement is integrated over
this angle, the overall contribution of the interference term is negligible. Therefore the Bethe-
Heitler cross section can be subtracted from the total cross section in order to obtain the DVCS
cross section. The DVCS e+p → e+γp cross section is then converted to a DVCS γ∗p → γp
cross section using the equivalent photon approximation (as used in [22]):

dσe+p→e+pγ

dQ2dy
= Γ(Q2, y) σγ∗p→γp(Q

2, y) , (6)

where Γ(Q2, y) is the virtual photon flux factor. In order to apply bin centre corrections, σγ∗p→γp

is parameterised as:

σγ∗p→γp(Q
2, y) ∼ ya (

1

Q2
)n. (7)

The values of the parameters a and n are obtained from an iterative fit procedure, yielding
a = 0.49 ± 0.22 and n = 1.72 ± 0.31. This corresponds to the data following a dependence
σ(W ) ∼ W δ, with δ = 0.98 ± 0.44.

The dominant systematic uncertainties arise from the following sources:

• uncertainty on the proton dissociation subtraction (11 ± 6%);

• uncertainty on the acceptance and bin centre corrections (±7%);

• energy calibration of the two clusters (SpaCal ±1%, LAr ±2%), yielding an error of 5%
in both cases;

• θ measurement of the two clusters (positron ±1.3mrad, photon ±3mrad), yielding errors
of 5% and 2%, respectively;

• uncertainty on the t slope used in the MC for the correction of detector effects (b ± 2
GeV−2), yielding an error of 4%;
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• uncertainty on the noise in the forward detectors (2.7 ± 0.1%);

• uncertainty on the CJC random noise (±2%);

• uncertainty on the luminosity measurement (±1.5%).

9 Results

The γ∗p cross section for the DVCS process is shown in figures 5, 6 and 7 as a function of Q2

for W = 82 GeV and as a function of W for Q2 = 8 GeV2. In figure 5, the measurement is
compared to the NLO QCD prediction using two different GPD parameterisations [14]. The
bands presented in the plot, corresponding to 5 < b0 < 9 GeV−2, represent the normalisation
uncertainty associated with the predictions. The NLO QCD predictions are in good agreement
with the data for both GPD parameterisations. The main difference between the results obtained
using the two parameterisations is a change in the overall normalisation, emphasizing the need
for a direct measurement of the t dependence. In figure 6, the measurement is compared to two
different Colour Dipole model predictions, by Donnachie and Dosch [15] and by Favart and
Machado [16]. For clarity’s sake, no normalisation uncertainty band is shown in the figure. The
predictions are presented for b = 7 GeV−2. All the Colour Dipole model predictions shown
describe the data well in both shape and normalisation for the same b value. The value of
b = 7 GeV−2 is chosen as it leads to a good representation of the normalisation and also to a
good description of the uncorrected t distribution (see figure 4c). Figure 7 shows a comparison
of the new measurement with the previous measurements of H1 [1] and ZEUS [2]. The two
H1 measurements are in good agreement. The new H1 measurement is in fair agreement with
the ZEUS results. In the region around W ∼ 70 GeV, the ZEUS points lie above those of, the
discrepancy being at about the two standard deviation level.

10 Conclusion

The γ∗p → γp cross section for the DVCS process is measured in an extended kinematic
regime, 4 < Q2 < 80 GeV2, 40 < W < 140 GeV and |t| < 1 GeV2, using a data sample taken
with the H1 detector which corresponds to an integrated luminosity of 26 pb−1. The measured
cross section is in reasonable agreement with previous H1 and ZEUS measurements. The cross
section has been compared with NLO QCD predictions [12] using GPD parameterisations based
on MRST2001 and CTEQ6 [14] parton distribution functions, and to Colour Dipole model
predictions [15, 16] which all describe the measured Q2 and W distributions within errors,
assuming a t slope parameter b = 7 GeV−2.
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Figure 1: Diagrams illustrating (a) the DVCS and (b and c) the Bethe-Heitler processes.
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Figure 2: Event distributions of the BH dominated sample, i.e. in which the cluster in the LAr
calorimeter corresponds to the positron candidate. a) energy of the cluster in the SpaCal, b)
energy of the cluster in the LAr, c) coplanarity, i.e. difference of the azimuthal angle of the
positron and photon candidates, d) polar angle of the cluster in the SpaCal, e) polar angle of the
cluster in the LAr, f) ratio of the transverse momentum of the positron measured with the LAr
calorimeter to that determined from the track curvature. The error bars on the data points are
statistical. The data are compared to the sum of the predictions for the Bethe-Heitler process,
elastic dilepton production and diffractive ρ production. All predictions are normalised to the
luminosity of the data.
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Figure 3: Event distributions of the DVCS candidate sample, i.e. the cluster in the LAr
calorimeter corresponds to the photon candidate. a) energy of the cluster in the SpaCal, b)
energy of the cluster in the LAr, c) coplanarity, i.e. difference of the azimuthal angle of the
positron and photon candidates, d) polar angle of the cluster in the SpaCal, e) polar angle of the
cluster in the LAr. The error bars on the data points are statistical. The data are compared to
the sum of the predictions for the e+p → e+γp reaction according to FFS, using a fixed value
of b = 7 GeV−2 for the DVCS calculation. All predictions are normalised to the luminosity of
the data.

10



H1 preliminary

1

10

10 2

0 50

Q2 [GeV2]

n
b

 o
f 

ev
en

ts

0

50

100

0 100 200

W [GeV]

n
b

 o
f 

ev
en

ts

0

100

200

300

0 0.5 1

t [GeV2]

n
b

 o
f 

ev
en

ts

a) b) c)

Figure 4: Kinematic variable distributions for the DVCS candidate sample, a) Q2, b) W c)
t. The error bars on the data points are statistical. The data are compared to the sum of the
predictions for the e+p → e+γp reaction according to FFS, using a fixed value of b = 7 GeV−2

for the DVCS calculation. All predictions are normalised to the luminosity of the data.
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Figure 5: The γ∗p → γp cross section as a function of Q2 (upper plot) for < W >= 82 GeV
and as a function of W (lower plot) for < Q2 >= 8 GeV2. The inner error bars are statistical
and the full error bars include the systematic errors added in quadrature. The measurement is
compared with NLO QCD predictions [13] using two different GPD parameterisations based
on MRST2001 and CTEQ6 [14] and a t dependence parameterised as ebt, with b = b0(1 −
0.15 log(Q2/2)) GeV−2. The bands correspond to b0 values between 5 and 9 GeV−2.
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Figure 6: The γ∗p → γp cross section as a function of Q2 (upper plot) for < W >= 82 GeV
and as a function of W (lower plot) for < Q2 >= 8 GeV2. The inner error bars are statistical
and the full error bars include the systematic errors added in quadrature. In addition the result
of a fit of the form σ(W ) ∼ Wδ is shown in the lower plot. The measurement is compared with
the Colour Dipole models of Donnachie and Dosch [15] and Favart and Machado [16]. The
latter is shown both without and with DGLAP evolution of the dipole cross section (BGBK). In
all predictions, a fixed t slope of b = 7. GeV−2 is used.
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Figure 7: The γ∗p → γp DVCS cross section as a function of Q2 (upper plot) for < W >=
82 GeV and as a function of W (lower plot) for < Q2 >= 8 GeV2. The inner error bars are
statistical and the full error bars include the systematic errors added in quadrature. Previous H1
data [1] and data from the ZEUS Collaboration [2] are also shown. The measurement is com-
pared with a NLO QCD prediction [13] using a GPD parameterisation based on MRST2001 [14]
for b0 = 7. GeV−2 and with the Donnachie and Dosch [15] Colour Dipole model prediction us-
ing b = 7 GeV−2.
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