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Abstract

Data taken withe± beams of different longitudinal polarisation states in collision with un-
polarised protons at HERA are used to measure the total crosssections of the charged cur-
rent process,e±p → νX, for negative four-momentum transfer squaredQ2 > 400GeV2

and inelasticityy < 0.9. Together with the corresponding cross section obtained from the
previously published unpolarised data, the polarisation dependence of the charged current
cross section is measured and found to be in agreement with the Standard Model prediction.
The data are also used to measure the single and double differential reduced cross sections
dσ/dQ2 andσ̃(x,Q2) using the complete HERA-II data set.



1 Introduction

Measurements of deep inelastic scattering (DIS) with polarised leptons on protons allow the
parton distribution functions (PDFs) of the proton to be further constrained through polarisation
asymmetries [1] and specific tests of the electroweak (EW) parts of the Standard Model to be
performed [2, 3]. In particular, the measurements presented here extend the tests of theV − A
structure of charged current interactions from lowQ2 [4] into the highQ2 regime, whereQ2 is
the negative four-momentum transfer squared.

At HERA DIS proceeding via charged currents (CC),ep → νX , and neutral currents (NC),
ep → eX, can be measured accurately [5, 6, 7, 8]. The polarisation dependence of the CC
and NC cross sections is fixed within the Standard Model framework. Specifically, the Stan-
dard Model predicts, from the absence of right handed charged currents, that the CCe−p cross
section is directly proportional to the fraction of left handed electrons in the beam.

In this paper measurements of the charged current cross sections,σtot
CC, dσ/dQ2 and the reduced

double differential cross sectioñσ(x, Q2) are reported for two values of longitudinal polarisa-
tion,Pe = (NR−NL)/(NR+NL), with NR (NL) being the number of right (left) handed leptons
in the beam. The corresponding data sets are termed theR andL data sets respectively. The
corresponding luminosity and longitudinal lepton beam polarisation is given in Tab. 1 below.

R L
e−p L = 45.9 pb−1

L = 103.2 pb−1

Pe = (+36.9 ± 2.3)% Pe = (−26.1 ± 1.0)%
e+p L = 98.1 pb−1

L = 81.9 pb−1

Pe = (+32.5 ± 1.2)% Pe = (−37.6 ± 1.4)%

Table 1: Table of integrated luminosities,L, and luminosity weighted longitudinal polarisation,
Pe for the data sets presented here.

2 Charged Current Cross Section

The measured double differential CC cross section for collisions of polarised electrons with
unpolarised protons, corrected for QED radiative effects,may be expressed as

d2σ±
CC

dxdQ2
= (1 − Pe)

G2
F

4πx

[

M2
W

M2
W + Q2

]2
(

Y+W±
2 − Y∓xW±

3 − y2W±
L

)

· (1 + δCC
weak) , (1)

wherex is the Bjorkenx variable andy characterises the inelasticity of the interaction. The
Fermi constantGF is defined [9] using the weak boson masses. Other quantities in Eq.(1)
includeMW , the mass of theW boson,W±

2 , xW±
3 andW±

L , CC structure functions fore±p
scattering, andδCC

weak, the weak radiative corrections. The helicity dependencesof the weak
interaction are contained inY± = 1 ± (1 − y)2. In the quark parton model (QPM), where
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W±
L ≡ 0, the structure functionsW±

2 andxW±
3 may be expressed as the sum and difference of

the quark and anti-quark momentum distributions,xq(x, Q2) andxq(x, Q2):

W−
2 = x(u + c + d + s) , W+

2 = x(u + c + d + s) , (2)

xW−
3 = x(u + c − d − s) , xW+

3 = x(d + s − u − c) (3)

The total cross section,σtot
CC, is defined as the integrated cross section in the kinematic region

Q2 > 400 GeV2 andy < 0.9. From Eq.(1) it can be seen that the cross section has a linear
dependence on the polarisation of the electron beamPe. For a fully right handed electron beam,
Pe = 1, or a fully left handed positron beam the cross section is identically zero in the Standard
Model.

3 Experimental Technique

At HERA transverse polarisation of the lepton beam arises naturally through synchrotron ra-
diation via the Sokolov-Ternov effect [10]. In2000 a pair of spin rotators was installed in
the beamline on either side of the H1 detector, allowing transversely polarised leptons to be
rotated into longitudinally polarised states and back again. The degree of polarisation is con-
stant around the HERA ring and is continuously measured using two independent polarimeters
LPOL [11] and TPOL [12]. The polarimeters are situated in beamline sections in which the
beam leptons have longitudinal and transverse polarisations respectively. Both measurements
rely on an asymmetry in the energy spectrum of left and right handed circularly polarised pho-
tons undergoing Compton scattering with the lepton beam. The TPOL measurement uses in
addition a spatial asymmetry. The LPOL polarimeter measurements are used when available
and TPOL measurements otherwise. The polarisation profile weighted by the luminosity values
is shown in Fig. 1.

The H1 detector components most relevant to this analysis are the liquid argon (LAr) calorime-
ter, which measures the positions and energies of charged and neutral particles over the polar1

angular range4◦ < θ < 154◦, and the inner tracking detectors, which measure the anglesand
momenta of charged particles over the range7◦ < θ < 165◦. A full description of the detector
can be found in [13].

Simulated DIS events are used in order to determine acceptance corrections. DIS processes are
generated using the DJANGO [14] Monte Carlo (MC) simulationprogram, which is based on
LEPTO [15] for the hard interaction and HERACLES [16] for single photon emission and vir-
tual EW corrections. LEPTO combinesO(αs) matrix elements with higher order QCD effects
using the colour dipole model as implemented in ARIADNE [17]. The JETSET program [18]
is used to simulate the hadronisation process. In the event generation the DIS cross section is
calculated using the H1 PDF2009 [8] parametrisation for the proton PDFs.

The dominantep background contribution arises from photoproduction processes. These are
simulated using the PYTHIA [19] MC with leading order PDFs for the proton taken from
CTEQ [20] and for the photon from GRV [21]. Further backgrounds from NC DIS, QED-
Compton scattering, lepton pair production, prompt photonproduction and heavy gauge boson

1The polar angleθ is defined with respect to the positivez axis, the direction of the incident proton beam.
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(W±, Z0) production are also simulated; their final contribution tothe analysis sample is small.
Further details are given in [6].

The detector response to events produced by the generation programs is simulated in detail
using a program based on GEANT [22]. These simulated events are then subjected to the same
reconstruction and analysis chain as the data.

The selection of CC interactions follows closely that of thepreviously published analysis of
unpolarised data from H1 [6] and is briefly described below. The CC events are characterised
as having large unbalanced transverse momentum,PT,h, attributed to the undetected neutrino.
The quantityPT,h is determined fromPT,h =

√

(
∑

i px,i)2 + (
∑

i py,i)2, where the summation
is performed over all particles of the hadronic final state. The hadronic final state particles
are reconstructed using a combination of tracks and calorimeter deposits in an energy flow
algorithm that avoids double counting [23].

The CC kinematic quantities are determined from the hadonicfinal state [24] using the relations

yh =
Eh − pz,h

2 Ee

, Q2
h =

P 2
T,h

1 − yh

, xh =
Q2

h

s yh

, (4)

whereEh − pz,h ≡
∑

i(Ei − pz,i) andEe is the incident electron beam energy.

NC interactions are also studied as they provide an accurateand high statistics data sample
with which to check the detector response. The selection of NC interactions is based mainly
on the requirement of an identified scattered electron in theLAr calorimeter, with an energy
E ′

e > 11 GeV. The NC sample is used to carry out anin-situ calibration of the electromagnetic
and hadronic energy scales of the LAr calorimeter using the method described in [6, 23, 25, 26].
The hadronic calibration procedure is based on the balance of the transverse energy of the
electrons with that of the hadronic final state. The calibration procedure gives good agreement
between data and simulation within an estimated uncertainty of 2% on the hadronic scale.

In addition, NC events are used for studies of systematic uncertainties in the charged current
analysis. The data are processed such that all information from the scattered electron is sup-
pressed, providing the so-calledpseudo-CC sample [23, 25, 26, 27]. This sample mimics CC
interactions allowing trigger and selection efficiencies to be checked with high statistical preci-
sion and independently of the MC simulation.

4 Measurement Procedure

Candidate CC interactions are selected by requiringPT,h > 12 GeV and a reconstructed vertex
within 35 cm in z of the nominal interaction point. In order to ensure high efficiency of the
trigger and good kinematic resolution the analysis is further restricted to the domain of0.03 <
yh < 0.85. The ep background is dominantly due to photoproduction events, inwhich the
scattered electron escapes undetected in the backward direction and transverse momentum is
missing due to fluctuations in the detector response or undetected particles. This background
is suppressed exploiting the correlation betweenPT,h and the ratioVap/Vp of transverse energy
flow anti-parallel and parallel to the hadronic final state transverse momentum vector [23, 25,
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26]. The suppression cuts are different for theR andL data sets as the relative photoproduction
contributions differ in the two samples. The residualep background is negligible for most of
the measured kinematic domain. The simulation is used to estimate this contribution, which is
subtracted statistically from the CC data sample. Non-ep background is rejected by searching
for typical cosmic ray and beam-induced background event topologies [23, 25, 26].

TheQ2
h, PT,h, Eh − pz,h andxh distributions of the selected events are shown in Figs.?? and

3for theL (upper) andR (lower) samples. The simulation provides a good description of the
data. The contribution of background photoproduction processes is small and has the largest
influence at lowPT,h.

Events withQ2
h > 400 GeV2 are used to measure the cross sections, which correspond to the

kinematic regionQ2 > 400 GeV2 andy < 0.9 and thus are corrected for the effects of the anal-
ysis cuts. The correction factor is calculated to be1.07 using the H1 PDF2009 parametrisation.

The systematic uncertainties on the cross section measurements are discussed briefly below
(see [23, 25, 26] and references therein for more details). Positive and negative variations of
one standard deviation of each error source are found to yield errors which are symmetric to a
good approximation. The systematic uncertainties of each source are taken to be fully correlated
between the cross section measurements unless stated otherwise.

• An uncertainty of2% is assigned to the scale of the hadronic energy measured in the LAr
calorimeter, of which1% is considered as a correlated component to the uncertainty.This
results in a total uncertainty of1.3% on the cross section measurements.

• A 10% uncertainty is assigned to the amount of energy in the LAr calorimeter attributed to
noise, which gives rise to a systematic error of0.3% on the cross section measurements.

• The variation of cuts against photoproduction onVap/Vp andPT,h has an effect on the
cross sections of0.6%.

• A 30% uncertainty on the subtractedep background is determined from a comparison of
data and simulation after relaxing the anti-photoproduction cuts, such that the sample is
dominated by photoproduction events.

• The non-ep background finders introduce an inefficiency for CC events. The associated
uncertainty is estimated using pseudo-CC data and found to depend ony. The uncertainty
is 2% for y < 0.1 and1% for y > 0.1.

• A y-dependent error is assigned to the vertex finding efficiency: An uncertainty of1% is
applied fory > 0.15 , 4% for 0.15 > y > 0.06, and15% for y < 0.06. This yields an
uncertainty of≃ 2% on the total cross section measurements.

• An uncertainty of0.5% accounts for the dependence of the acceptance correction onthe
PDFs used in the MC simulation.

• A 1.8% uncertainty on the trigger efficiency is determined based onthe pseudo-CC data
sample. The uncorrelated component of this uncertainty is1%.
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• An error of0.8% is estimated for the QED radiative corrections. This accounts for missing
contributions in the simulation of the lowest order QED effects and for the uncertainty on
the higher order QED and EW corrections.

• In addition, there is a global uncertainty of2.1% on the luminosity measurement for both
theR andL data samples, of which0.5% is considered as correlated.

• The relative uncertainty in the measurement of the lepton beam polarisation is taken to
be1.6% for the LPOL and3.5% for the TPOL [28], yielding a total relative polarisation
uncertainty in thee+p sample of1.2% for theR data set and1.4% for theL data set. For
thee−p data a relative uncertainty of2.3% for theR data set and1.0% for theL data set
is obtained. These uncertainties are not included in the error bars of the data points.

The total systematic error is formed by adding the individual uncertainties in quadrature and
amounts to about4% on the total cross section measurements.

5 Results

The measured integrated CC cross sections are quoted in the rangeQ2 > 400 GeV2 andy < 0.9
and are given in Tab. 2 and shown in Figs. 4 and 5. The measurement of the unpolarised total
cross section in the same phase space based on HERA-I data is also given. This measurement
follows identically the procedure described in [29] but with theQ2 cut adopted in this analysis.
The systematic uncertainties of this unpolarised measurement are taken to be the same as in [6],
with the exception of the QED radiative correction uncertainty, which has been reduced from
3% to 0.8%. The measurements are compared to expectations of the Standard Model using
the H1 PDF2009 parametrisation. The uncertainty on the Standard Model expectations com-
bines the uncertainties from experimental data used in the H1 PDF2009 fit as well as model
uncertainties [8].

The data exhibit a clear linear polarisation dependence of the cross sections which is maximal
for left handede−p scattering and right handede+p scattering demonstrating the parity violation
of purely weak charged current interactions.

Pe (%) σtot
CC (pb) SM expectation(pb)

+36.9 36.3 ± 1.1stat ± 1.0sys 37.3+1.0
−0.8

e−p 0.0 57.0 ± 2.2stat ± 1.4sys 59.2+1.6
−1.3

−26.1 71.0 ± 1.1stat ± 2.0sys 74.5+2.0
−1.6

+32.5 39.2 ± 0.8stat ± 1.4sys 37.8+1.1
−0.8

e+p 0.0 28.4 ± 0.8stat ± 0.8sys 28.5+0.9
−0.3

−37.6 17.8 ± 0.6stat ± 0.6sys 17.8+0.5
−0.3

Table 2: Measured cross section values forσtot
CC in the regionQ2 > 400 GeV2 andy < 0.9

compared to the Standard Model (SM) expectation from H1 PDF 2009.
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Measurements of the single differential cross sectionsdσ/dQ2 have also be made for theL and
R samples ine±p scattering. These are shown in Figs. 6 and 7 compared to the Standard Model
expectation based on the PDFs from H1 PDF 2009. The cross sections are observed to fall with
increasingQ2 and have a more rapid decrease forQ2 > 2 000 GeV2. In the context of the
Standard Model this is understood to arise from the falling parton densities asQ2 (and hence
alsox) increases. Close to the Electroweak scale the influence of the heavyW± propagator
(∼ [M2

W /(Q2 + M2
W )]2) causes a further suppression of the cross section.

The performance of the Standard Model in being able to describe these cross section mea-
surements is better seen in Figs. 8 and 9 where the ratio of themeasured cross sections to the
Standard Model expectations using the H1 PDF 2009 partons isshown. Also visible is the ratio
using the HERAPDF1.0 partons. The Standard Model provides agood description of the mea-
sured cross sections in both shape and normalisation, although it is noted that thee−p L data
lie systematically below the prediction by about2 − 3% (where the normalisation uncertainty
is±2.1%). The data are in better agreement with the HERAPDF1.0 expectation.

The charged current cross section is largest fore−p left polarised scattering (Pe < 0) and with
the given integrated luminosity these measured cross section have a precision which is approx-
imately balanced between the statistical and systematic uncertainties. In all other samples the
data are limited by their statistical uncertainty. This uncertainty can be reduced by combining
theL andR samples into an effective unpolarised data set (correctingfor the small residual po-
larisation). The resulting cross sections are then combined with previously published H1 mea-
surements of the unpolarised cross sections [31, 29, 6]. Themethod of combination is described
in detail in [7]. This method forms a model independant average from several measurements
of the same cross section taking into account the systematicuncertainties correlated across the
data sets. The final combined cross sections make use of the complete HERA dataset collected
by H1 and amounts to a total luminosity of165.5 pb−1 for e−p scattering and280.8 pb−1 for
e+p scattering. The combined cross sections are shown in Figs. 10 and 11 where again it can
be seen that the expectation from H1 PDF 2009 proveds an excellent description of the data.
The cross section ratios to the Standard Model expectation using the H1 PDF 2009 partons are
shown in Fig. 12.

In order to obtain the best sensitivity to the PDFs the doubledifferential reduced cross sec-
tionsσtot

CC are measured for each of the four data sets,e±p for theR andL polarised samples.
The cross sections are shown in Figs. 13 and 14 for electron scattering and positron scattering
respectively.

These data are combined into an effective unpolarised measurement afer correcting for the
residual polarisation, and then further combined with unpolarised measurements from HERA-I
as described earlier. These measurements using the complete HERA-I+II data sets are shown
in Figs. 15 and 16 for electron and positron scattering respectively. The expectation to the
Standard Model using H1 PDF 2009 is shown as the shaded band.

The leading order quark and anti-quark contributions to thereduced cross sections are shown
for the electron and positron scattering data in Figs. 17 and18 rspectively. In the former case
the cross section is everywhere dominated by the up-type quark contributions fromu andc.
This is due to the small sea quark contribution at highx and the(1 − y)2 helicity suppression
of anti-quarks at lowx. However, in the case of positron scattering this helicity suppression
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factor affects the down-type quarks at lowx. At high x the larged valence distribution is
unsuppressed, thusCC measurements ine+p can provide stringent constraints on the highx d
valence PDF.

In Fig. 19 theQ2 dependance of the cross section measurements from H1 and ZEUS are shown
for unpolarised charged lepton scattering in both the neutral and charged current channels. The
HERAPDF 1.0 fit is compared to the data and shows good agreement across the range of the
measurements.

6 Summary

Measurements of polarisede±p charged current cross sectionsσtot
CC, dσ/dQ2 andσ̃(x, Q2) using

the complete HERA-II data set have been reported. The results are based on data collected from
collisions of unpolarised protons with polarised electronand positron beams in left and right
helicity states. The polarisation dependence of the charged current cross section has thus been
established at HERA both ine+p and ine−p collisions, extending previous tests of the chiral
structure of the charged current interaction into the region of large, space-likeQ2. The data
are found to be consistent with the Standard Model axiomaticabsence of right handed charged
currents.

The statistical uncertainty of the differential measurements is reduced by combining the HERA-
I and HERA-II data to yield unpolarised differential cross sections with a total luminosity of
165.5 pb−1 for e−p scattering and280.8 pb−1 for e+p scattering.
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Figure 1: The polarisation profile weighted by the luminosity values for the (a)e−p data and (b)
e+p data. TheL(R) sample corresponds to distribution having negative (positive) polarisation
values. 10



])2[GeV
h

2(Q
10

log
2.0 2.5 3.0 3.5 4.0 4.5 5.0

E
ve

nt
s

100

200

300

400

500

600

700

800

900

 [GeV]T,hP
0 10 20 30 40 50 60 70 80 90 100

E
ve

nt
s

200

400

600

800

1000

H1 Preliminary
p CC Data

_ 
H1 e
MC (CC + Bkg)
MC (Bkg)

 = -26.0%eP

 [GeV]zE-P
0 10 20 30 40 50 60

E
ve

nt
s

100

200

300

400

500

600

700

)
h

(x
10

log
-2.0 -1.5 -1.0 -0.5 0.0

E
ve

nt
s

100

200

300

400

500

600

H
E

R
A

 II

])2[GeV
h

2(Q
10

log
2.0 2.5 3.0 3.5 4.0 4.5 5.0

E
ve

nt
s

20

40

60

80

100

120

140

160

180

200

 [GeV]T,hP
0 10 20 30 40 50 60 70 80 90 100

E
ve

nt
s

50

100

150

200

250
H1 Preliminary

p CC Data
_ 

H1 e
MC (CC + Bkg)
MC (Bkg)

 = 36.9%eP

 [GeV]zE-P
0 10 20 30 40 50 60

E
ve

nt
s

20

40

60

80

100

120

140

160

)
h

(x
10

log
-2.0 -1.5 -1.0 -0.5 0.0

E
ve

nt
s

20

40

60

80

100

120

140

H
E

R
A

 II

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2: Distributions of (a,e)log10 Q2
h, (b,f) PT,h, (c,g)E − PZ and (d,h)log10 xh shown in

upper and lower plots for the selected events in the (a-d)e−p L and (e-h)e−p R data sets. The
Monte Carlo (MC) contributions from the charged current (CC) process and theep background
(bkg) processes are shown as the full line, the total uncertainty is represented by the shaded
band. The contribution from theep background is shown as the lower shaded histogram.
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Figure 3: Distributions of (a,e)log10 Q2
h, (b,f) PT,h, (c,g)E − PZ and (d,h)log10 xh shown in

upper and lower plots for the selected events in the (a-d)e−p L and (e-h)e+p R data sets. The
Monte Carlo (MC) contributions from the charged current (CC) process and theep background
(bkg) processes are shown as the full line, the total uncertainty is represented by the shaded
band. The contribution from theep background is shown as the lower shaded histogram.
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Figure 4: The dependence of thee±p CC cross section on the lepton beam polarisationPe. The
inner and outer error bars represent respectively the statistical and total errors. The uncertainties
on the polarisation measurement are smaller than the symbolsize. The data are compared to
the Standard Model prediction based on the H1 PDF2009 parametrisation (dark shaded band).
The light shaded band corresponds to the resulting one-sigma contour of a linear fit to the data
shown as the central line.
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Figure 6: TheQ2 dependences of the CC cross sectiondσ/dQ2, shown for thee−p data (solid
points) using theL (a) andR (b) polarised samples. The results are compared with the corre-
sponding Standard Model expectations determined from the H1 PDF 2000 fit. The inner and
outer error bars represent respectively the statistical and total errors.
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Figure 7: TheQ2 dependences of the CC cross sectiondσ/dQ2, shown for thee+p data (solid
points) using theL (a) andR (b) polarised samples. The results are compared with the corre-
sponding Standard Model expectations determined from the H1 PDF 2000 fit. The inner and
outer error bars represent respectively the statistical and total errors.
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Figure 8: TheQ2 dependences of the CC cross section ratiodσ/dQ2 for e−p scattering using
theL (a) andR (b) polarised data samples, to the Standard Model expectation obtained from H1
PDF 2009 (green band). In addition the ratio using the expectation from HERAPDF1.0 is also
shown (dashed line). The inner error bars represent the statistical uncertainties and the outer
error bars represent the total errors. The normalisation uncertainty is not included in the error
bars and is instead represented by the blue dashed lines.
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Figure 9: TheQ2 dependences of the CC cross section ratiodσ/dQ2 for e+p scattering using
theL (a) andR (b) polarised data samples, to the Standard Model expectation obtained from H1
PDF 2009 (green band). In addition the ratio using the expectation from HERAPDF1.0 is also
shown (dashed line). The inner error bars represent the statistical uncertainties and the outer
error bars represent the total errors. The normalisation uncertainty is not included in the error
bars and is instead represented by the blue dashed lines.
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Figure 10: TheQ2 dependence of the unpolarised CC cross sectiondσ/dQ2, shown for thee−p
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Figure 12: TheQ2 dependences of the CC cross section ratiodσ/dQ2 for e−p scattering (a) and
e+p scattering (b) polarised data samples, to the Standard Model expectation obtained from H1
PDF 2009 (green band). The measurements use the complete HERA-I+II data set. In addition
the ratio using the expectation from HERAPDF1.0 is also shown (dashed line). The inner error
bars represent the statistical uncertainties and the outererror bars represent the total errors. The
normalisation uncertainty is not included in the error barsand is instead represented by the blue
dashed lines. 21
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Figure 15: The reduced cross sectionσ̃CC in unpolarisede−p scattering using the complete
HERA-I+II data sets. The data are compared to the Standard Model prediction from H1 PDF
2009. The inner error bars represent the statistical uncertainties and the outer error bars repre-
sent the total errors. The normalisation uncertainty is notincluded in the error bars.
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Figure 16: The reduced cross sectionσ̃CC in unpolarisede+p scattering using the complete
HERA-I+II data sets. The data are compared to the Standard Model prediction from H1 PDF
2009. The inner error bars represent the statistical uncertainties and the outer error bars repre-
sent the total errors. The normalisation uncertainty is notincluded in the error bars.
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Figure 17: The reduced cross sectionσ̃CC in unpolarisede−p scattering using the complete
HERA-I+II data sets. The data are compared to the Standard Model prediction from H1 PDF
2009. The inner error bars represent the statistical uncertainties and the outer error bars rep-
resent the total errors. The normalisation uncertainty is not included in the error bars. The
separate contributions from quarks and anti-quarks are shown as the dashed and dashed-dotted
curves.
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Figure 18: The reduced cross sectionσ̃CC in unpolarisede+p scattering using the complete
HERA-I+II data sets. The data are compared to the Standard Model prediction from H1 PDF
2009. The inner error bars represent the statistical uncertainties and the outer error bars rep-
resent the total errors. The normalisation uncertainty is not included in the error bars. The
separate contributions from quarks and anti-quarks are shown as the dashed and dashed-dotted
curves.

27



3

10 10

-7

-5

-3

-1

10

]2
 [p

b/
G

eV
2

/d
Q

σd

-710

-510

-310

-110

10

]2 [GeV2Q
310 410

p CC (prel.)+H1 e

p CC (prel.)-H1 e

p CC 06-07 (prel.)+ZEUS e

p CC 04-06-ZEUS e

p CC (HERAPDF 1.0)+SM e

p CC (HERAPDF 1.0)-SM e

p NC (prel.)+H1 e
p NC (prel.)-H1 e

p NC 06-07 (prel.)+ZEUS e
p NC 05-06-ZEUS e

p NC (HERAPDF 1.0)+SM e
p NC (HERAPDF 1.0)-SM e

y < 0.9
 = 0eP

HERA
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