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Abstract

Charged particle production in deep-inelastjc scattering is measured with the H1
detector at HERA. The kinematic range of the analysis covers low phottualiiies,
5 < Q% < 100 GeV?, and small values of Bjorkem; 10™% < z < 1072. The analysis
is performed in the hadronic centre-of-mass system. The charged paltictities are
measured as a function of pseudorapidify)(@nd transverse momentumi;() in the range
0 < n* < 5and0 < pi < 10 GeV differentially inz and@?. The data are compared to
predictions from different Monte Carlo generators implementing variotisiogfor hadro-
nisation and parton evolutions.
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1 Introduction

Deep-inelastic scattering (DIS) processes ateiheollider HERA can access small values of
Bjorken« at low four momentum transfers squar@d of a few Ge\2. In the region of lowz,
characterised by high densities of gluons and sea quarksiproton, the parton interaction
with the virtual photon may originate from a cascade of pastemitted prior to the interaction
as illustrated in figure 1. In perturbative Quantum Chromauhgits (QCD) such multi-parton

Figure 1. Generic diagram for deep-inelasticscattering at smalt. The transverse momenta
of the emitted gluons are labeledsas;, while the proton longitudinal momentum fractions and
the transverse momenta carried by the propagating gluendemoted by:; andk;;, respec-
tively.

emissions are described only within certain approximatiealid in restricted phase space re-
gions. At sufficiently largel? and not too smalk the Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) [1] evolution equation is expected to be adjapproximation. The DGLAP
equation corresponds to a strong ordering of the transvemseenta of the propagator partons,
kr; , with respect to the proton direction, which implies strardering of the transverse mo-
menta of the emitted partongsy; < pr.+1, In the parton cascade from the proton towards
the virtual photon. At smalk the DGLAP approximation is expected to become inadequate
and the Balitsky-Fadin-Kuraev-Lipatov (BFKL) [2] schemayrbe more appropriate, which
has no ordering it of the partons along the ladder. The Ciafaloni-Catani-Fieké@archesini
(CCFM) evolution [3] aims to unify the DGLAP and BFKL approashét introduces angular
ordering of gluon emissions to implement coherence effe&tsmall x the CCFM evolution
equation is almost equivalent to the BFKL approach, whiteproduces the DGLAP equations
for sufficiently larger andQ?.

Measurements of the proton structure functioiiz, Q?) [4] are well described by the Next-
to-Leading-Order (NLO) or Next-to-Next-to-Leading Ord&NLO) DGLAP evolution [5-8],
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suggesting that this observable may be too inclusive tdoéxdignals for BFKL dynamics. De-
viations from thek; ordering at HERA are observed in jet production [9, 10], $naarse energy
flow [11,12], forward jet production [13—15] and measuretsesf forwardr" production [16].
Studies of the transverse momentum spectrum of chargeidlparhave been proposed in [17]
as a more direct probe of the underlying parton dynamicshahpaper it has been shown with
the help of QCD models that the high-tail is sensitive to parton radiation, while the contri-
bution from hadronisation is small. Previous measuremeftie transverse momentum and
pseudorapidity dependence of particle densities perfdrinyethe H1 collaboration [18] were
limited in statistical precision.

This paper presents a study of charged particle productiam icollisions for5 < Q? <
100 GeV2. The analysis is performed in the hadronic centre-of-memsé, i.e. in the virtual
photon-proton rest frame. The charged particle densitsea function of pseudorapidity and
transverse momentum are measured differentially amd 2.

The data set used for the analysis was collected with the kLt in 2006 when positrons
and protons collided with energies .6 GeV and920 GeV, respectively, corresponding to a
centre-of-mass energy @fs = 319 GeV. The integrated luminosity of the data set8ss pb!,
which is about seventy times larger than what was availai¢hie previous H1 measurement
[18]. This allows for a more detailed study of the dynamieadtiires of parton evolution in the
proton at smalk.

2 QCD models

Parton cascade and hadronisation processes leading tgedhaarticle production iap colli-
sions are modeled using different Monte Carlo (MC) programsefRlescriptions of the MC
event generators considered in this analysis are givembelo

e The RAPGAP [19] MC generator matches first order QCD matrix elements td_ RS
based leading logarithm approximations for parton showeiis strongly ordered trans-
verse momenta of subsequently emitted partons. The faat@mn and renormalisation
scales are set to; = p, = /Q? + pr?, wherepy is the transverse momentum of the
outgoing hard parton from the matrix element in the cenfrerass frame of the hard
subsystem.

e The DIANGOH[20] MC generator uses the Colour Dipole Model (CDM) as implatad
in ARIADNE [21], which models first order QCD processes anditgs dipoles between
coloured partons. Gluon emission is treated as radiatiom fthese dipoles, and new
dipoles are formed from the emitted gluons from which furthediation is possible.
The radiation pattern of the dipoles includes interfereeffects, thus modelling gluon
coherence. The transverse momenta of the emitted partenwéaprdered, producing a
configuration similar to the BFKL treatment of parton evauat[22].

e The CascADE[23] MC generator uses off-shell leading order QCD matrixedats, sup-
plemented with parton emissions based on the CCFM evolutioatem. The equation
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requires an unintegrated gluon density (see [23]), whikbdadhe transverse momenta of
the propagators into account. In contrast to the DGLAP diariuequation, the CCFM
equation only contains gluon splitting— gg.

e The Herwig++ [24] MC program with the POWHEG (POsitive Weiglardest Emission)
option [25], combines the full matrix element includingtuial corrections a®(«,) with
a DGLAP-like parton shower simulation. The Herwig++ MC praxgp uses the Coher-
ent Parton Branching algorithm [26, 27] which is based omaotoherence to suppress
branchings outside an angular-ordered region of phaseespéere, final state radiation
Is angular ordered and initial state radiation is orderefl ¥ ~ pr, whereE andd are
the energy and polar angle of the radiated parton, resghgtiv

e Photoproduction background is generated with the@R:=T[28] program, which uses a
two-component dual parton model [29] including diffraetiprocesses and vector meson
production.

The RapGAP and DIANGOH predictions are calculated using the CTEQ6L(LO) [30] set of
Parton Distribution Functions (PDF), whileAGCADE uses the default A0 unintegrated gluon
density set [31]. The predictions of Herwig++ were obtaivath the default PDF MRST
02 NLO [32]. To simulate hadronisation the Lund string framtation model [33] is used, as
implemented in JETSET [34] for \NGOHand PrTHIA [35] for both RapGAPand CASCADE.
The parameters of the Lund string fragmentation model used &re tuned to descrike e
results [36]. The tuning was performed by the ALEPH collation using hadroni& decay
data and the PrHIA 6.1 simulation with Bose-Einstein correlations turned bnaddition, the
tune obtained by the Professor tool [37] using LEP data i3 @sted. Herwig++ incorporates
the cluster model [38] of hadronisation, in which coloungdet clusters of partons form after
the perturbative phase and then decay into the observedrsadr

DJANGOH and RaPGAP are also used together with the H1 detector simulation ireord
to determine the acceptance and efficiency and to estimatsyftematic uncertainties asso-
ciated with the measurement. The programs are interfacétEfacLES[39] to simulate the
QED-radiative effects. The generated events are passedgihra detailed simulation of the
H1 detector response based on thea®T simulation program [40] and are processed using
the same reconstruction and analysis program chain as far &®r the determination of the
detector effects both theARGAP and DIANGOH predictions are studied. Both models describe
all relevant control distributions reasonably well [41D ifnprove the determination of the de-
tector corrections the transverse momentum and pseudisapf charged particles as well as
inelasticityy, defined ag/ = Q*/(s - x), are reweighted to the data [41]. The reweighting is
applied to the generator quantities.

3 Experimental method

3.1 H1 detector

A full description of the H1 detector can be found elsewhd&-#4] and only the components
most relevant for this analysis are briefly mentioned herde €Toordinate system of H1 is
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defined such that the positiveaxis is pointing in the direction of the proton beam (forward
direction) and the nominal interaction point is locatedzat 0. The polar angle is then
defined with respect to this axis. The pseudorapidity is eefilo ben = — In(tan(6/2)).

Charged particles are measured within the central trackatgatior (CTD) in the polar an-
gle range20° < # < 165°, which is also used to reconstruct the interaction vertelxe TTD
comprises two large cylindrical jet chambers (CJCs), and ilile®s vertex detector [45, 46].
The CTD is operated inside lal6 T solenoidal magnetic field. The CJCs are separated by a
cylindrical drift chamber which improves thecoordinate reconstruction. A cylindrical multi-
wire proportional chamber [47], which is mainly used in thgder, is situated inside the inner
CJC. The trajectories of charged particles are measured wiéimaverse momentum resolution
of o(pr)/pr =~ 0.2%pr/GeVe1.5%. The forward tracking detector (FTD) [48] measures the
tracks of charged particles at polar angés< 6 < 25°. In the region of angular overlap, FTD
and short CTD track segments are used to reconstruct combyvaned, extending the detector
acceptance for well-reconstructed tracks. Both the CTD &edcbmbined tracks are linked
to hits in the vertex detectors: the central silicon tradke$T) [45, 46], the backward silicon
tracker (BST) [49] and the forward silicon tracker (FST) [5These detectors provide precise
spatial coordinate measurements and therefore signifycamprove the primary vertex spatial
resolution. The CST consists of two layers of double-sidédasi strip detectors surrounding
the beam pipe covering an angular range3@f < # < 150° for tracks passing through both
layers. The BST consists of six double wheels of strip deteaneasuring the transverse coor-
dinates of charged particles. The FST design is similar¢oBBT and consists of five double
wheels of single-sided strip detectors.

The lead-scintillating fibre calorimeter (SpaCal) [44] comg the regionl53° < 6 < 177.5°,
has electromagnetic and hadronic sections. The calonmetesed to measure the scattered
positron and the backward hadronic energy flow. The energgluéon for positrons in the
electromagnetic sectionig £)/E ~ 7.1%/+/ E /GeV® 1%, as determined in test beam mea-
surements [51]. The SpaCal provides energy and time-oftfiiformation used for triggering
purposes. A backward proportional chamber (BPC) in fronthef $paCal is used to improve
the angular measurement of the scattered lepton. The laqgh (LAr) calorimeter [52] covers
the rangel® < 6§ < 154° and is used in this analysis in the reconstruction of the dradrfinal
state. It has an energy resolutionaft)/ E ~ 50%/+/ E /GeV & 2% for hadronic showers, as
obtained from test beam measurements [53].

3.2 Event reconstruction

The DIS kinematics is reconstructed based on the measutafitie scattered electron and the
hadronic final state (HFS) particles. In the so-cakédmethod [54] the kinematic variables
Q?, y andz are given by:

2
Q* = 4E.F' cos® (&) ., y=2F, > 5 and = Q—, Q)
2 X+ E'(1 —cosb,)] sy

wheres is the square of the centre-of-mass energy,and 6. the energy and polar angle of
the scattered lepton, respectively, being the energy of incoming lepton abd= ) .(E; —
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p.;) where the sum runs over all hadronic final state (HFS) pagicl This method provides
an optimum in resolution of the kinematic variables and showly little sensitivity to QED
radiative effects. The HFS particles are reconstructeaguasn energy flow algorithm [55]. This
algorithm combines charged particle tracks and calorilmetrergy clusters, taking into account
their respective resolution and geometric overlap, intdrbaic objects, while avoiding double
counting of energy.

3.3 Data selection

DIS events were recorded using triggers based on electnoetiagenergy deposits in the SpaCal
calorimeter. The trigger efficiency is determined usingeipendently triggered data. For DIS
events the trigger inefficiency is negligible in the kinemaggion of the analysis.

The scattered lepton, defined by the most energetic SpaGaéclis required to have an
energyE! larger thanl2 GeV. The kinematical phase space is defined by Q* < 100 GeV*
and0.05 < y < 0.6, corresponding to the geometric acceptance of the SpaCealupper cut
ony reduces background from photoproduction. In additiois required to be in the range of
0.0001 < =z < 0.01.

Additional selections are made to reduce QED radiatiorceffand to suppress background
events. The: coordinate of the event vertex is required to be witBincm of the nominal
interaction point. Events with high energy initial stateopim radiation are rejected by requiring
35 < Y .(Ei —p.;) < 75 GeV. Here, the sum extends over all HFS particles and théesesdt
electron. This cut further suppresses photoproductiokdracind events to a level of about
0.5%.

The tracks used in the analysis are measured in the CTD alen&#ttracks) or result from
combinations of CTD and FTD information (combined tracks)n&a tracks are required to
have transverse momenta in the laboratory frame- 150 MeV. The momentum of a combined
track is required to be larger thdn5 GeV to ensure that the track has enough momentum to
cross the endwall of the CJC. Both central and combined traekszguired to originate from
the primary event vertex and to be in the pseudorapidityean® < n < 2.5 measured in the
laboratory frame. Using only tracks assigned to the evemiéxgthe contributions from in-flight
decays ofK’2, A and from photon conversions and from other secondary des@yseduced.
Further track quality cuts [41] are applied to ensure a higfity of the track reconstruction.

3.4 Definition of experimental observables

The results of this analysis are presented in the hadromitee@f-mass frame (HCM), to min-
imise the effect of the transverse boost from the virtualtphoThe transformation to the HCM
frame is reconstructed with the knowledge of the kinemaditables)? andy [41]. The trans-
verse momentum and pseudorapidity of charged particldseitdCM frame are labelled as.
andn*. Since in this frame the positive axis is defined by the direction of the virtual photon,
HFS particles wit* > 0 belong to the current hemisphere and particles witk: 0 originate
from the target (proton remnant) hemisphere.
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Charged particle densities as a function of transverse mtumeand pseudorapidity are
defined ag1/N)(dn/dp}) and (1/N)(dn/dn*), respectively. Heredn is the total number
of charged particles with transverse momentum (pseudaitgpin the dp}. (dn*) bin and N
denotes the number of selected DIS events. For distribsitiogasured differentially im and
Q?, dn andN are the numbers for the respective Q?) bin.

Hadronisation is expected to be more relevant at small yexse momenta, while the hard
parton radiation is expected to contribute more signifilyaait highp- (p > 1 GeV) [17]. To
distinguish hadronisations effects from parton evolus@mnatures, the charged particle density
is measured as a function gf for 0 < pi. < 1 GeV and forl < p} < 10 GeV. Thep}; de-
pendence of the charged particle densities is studied indifi@rent pseudorapidity intervals,
0 <n* < 1lbandl.b < n* < 5, referred to as the “central region” and “current regioré; r
spectively, as illustrated in figure 2. Such division appmeately defines the regions where the
sensitivity to the hard scatter is largest (current regi@md where the parton shower models
can be tested (central region). The target regigns 0, is not accessible in this analysis.

Central Current
0<n'<15 15<n'<5

P —direction y - direction
<7 7%

bbbl 1L

Figure 2: The two pseudorapidity regions analysed in thmeparlhe region) < n* < 1.5 and
1.5 < n* < 5, are denoted as “central” and “current” regions, respebttiv

4 Data corrections

The data are corrected to the number of stable charged leartrcluding charged hyperons,
with proper lifetimecr > 10 mm, in the phase space given in table 1. Correction factors
are calculated for each analysis bin from the ratio of the Inemof generated stable charged
particles to the number of reconstructed tracks. The birthgidire chosen such that a putity
of more than75% is ensured in all bins. The correction takes into accounédet effects
like limited resolution and losses near the phase spacedami@s, as well as a small residual
contamination from weak decays of neutral particles (&gandA).

In addition to migrations between bins inside the measun¢please space, there are migra-
tions from outside of the analysis phase space and therekgitmind from photoproduction.

1The purity is defined as the ratio of the number of chargedgestgenerated and reconstructed in a given bin
to the total number of charged patrticles in the phase spatteanalysis which are reconstructed in this bin.
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DIS selection

Four momentum transfers squared 5 < Q? <100 GeV?

Inelasticity 0.05 <y <0.6
Charged particles

Pseudorapidity in the laboratory frame —2<n<25

Transverse momentum in the laboratory framer > 150 MeV

Pseudorapidity in the HCM frame 0<n*<5b

Transverse momentum in the HCM frame | 0 < p}. < 10 GeV

Table 1: Phase space for charged patrticles.

These contributions are subtracted prior to applying theection factors according to the pro-
cedure outlined in [15].

The DiaANGOH MC was used to correct the data. The differences to the dayrefactors
obtained from RPGAP are taken as systematic uncertainties. The correctionrastrongly
depend om* and to a lesser extent gff.. Inthel.5 < n* < 5 region they vary between
and1.8 with the largest values seen at high and largen*. Inthe0 < n* < 1.5 region, the
correction factors rise up t26 at highp?., due to the limited detector acceptance in this region.
The two MC models predict very similar correction factors fieost of the phase space region,
but differences up t6.5% are observed at smajl and highp..

5 Systematic uncertainties
The following sources of systematic uncertainties are iciemed for all measured quantities.

e The systematic uncertainty on the SpaCal energy scal&i$56], which results in a
systematic uncertainty of typically4% for the measured single differential distributions.

e The SpaCal angular resolution bfmrad leads to a systematic uncertainty of aklibufs
for the measured distributions.

e The hadronic energy scale uncertainty is known to a pratisi2% [57]. The scale
uncertainty enters into the uncertainty of the phase spalcalations, which depend on
E — P, of the HFS, and also affects the boost to the HCM frame. Thestic effect
on the present measurements is alioito.

e The systematic uncertainty arising from the model depeceleh the data correction is
taken as the difference of the correction factors calcdlasgeng RAPGAP and DIANGOH
MC. The resulting uncertainty on the measurements variegdsat).2% and5.5%.

e The systematic uncertainty associated with the track r&coction (e.g. track recon-
struction efficiency, vertex reconstruction efficiencyakelecays and nuclear interaction
uncertainties) is estimated to be:
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— 1% for central tracks, determined from the analysis of curliragks and from the
analysis of secondary vertices of charged patrticles locati¢éhe material between
the two CJCs and originating from interactions with the deteahaterial. The
nuclear interaction cross sections of pions and kaons isdaa be smaller in the
simulation than in data. After correcting for these defidit® agreement in the track
efficiency between data and MC is found to be better tHan

— 10% for combined tracks [41,48]. This was checked using alltetbcentral tracks,
as well as by using pions froft} decays, as a function of transverse momentum
and pseudorapidity. Consistent results are obtained froth samples showing
agreement of data and MC withi%.

The systematic uncertainty associated with the track r&coction is applied as an in-
dependent uncorrelated uncertainty on every data poirg.résulting uncertainty on the
measurements varies betwekn and5.4% and is1.6% on average. An additional sys-
tematic uncertainty 06.2% is assigned due to the differeAf contamination seen in
data and MC for both central and combined tracks. The cooredipg effect arising from

A contamination is expected to be negligible.

e The systematic uncertainty on the remaining photoprodadiackground is estimated to
be30%. This results in an uncertainty on the measured densitiés up% at smallz and
Q2. At largez and(@? the contribution from photoproduction is small and its utaiaty
Is negligible.

The systematic uncertainties shown in the figures and taskegalculated by adding all
contributions in quadrature. The total systematic unaastefor the single differential mea-
surements is belo@.5% for most analysis bins.

6 Results

The measurements of the charged particle densities as adurmé pseudorapidity and trans-
verse momentum in the phase space summarised in table $tackih tables 2 to 9 and shown
in figures 3 to 10.

6.1 Charged particle densities as a function of pseudorapidity

The charged particle densities as a functiomyofvere measured separately for < 1 GeV
and forl < ph < 10 GeV, as shown in figure 3. In the sgf}. region, the pseudorapidity dis-
tribution is almost flat in tha.5 < n»* < 3 range with aboul.7 charged particles per unit of
pseudorapidity. The distribution falls at smatl due to the cut on pseudorapidity in the labo-
ratory frame. In the harg. region the distribution becomes more peaked mga# 2.5, with

a maximum of0.23 charged particles per unit of pseudorapidity. Fox pi. < 10 GeV the
density increases rather strongly upjto~ 2.5, a behaviour expected from the strong ordering
of transverse momentum towards the hard scattering vertex.
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Figure 3 also shows the predictions of the DGLAP-like modePRAP based on different
PDF sets. In the soft;. region all NLO PDFs (HERAPDF1.0 [58], CTEQG6.6 [59], GRV98NLO
[60]) show similar results and predict less particles coragdo calculations using the default
LO PDF set CTEQG6L(LO). All predictions are close to the data.lakge p%., differences be-
tween the NLO PDF sets are observed, with CTEQ6L(LO) beingedbto the data, although
the differences to the data are still larger than the diffees between the various PDF predic-
tions. Similar PDF uncertainties are observed when usieg@M model as implemented in
DJANGOH.

To check the sensitivity to hadronisation effects, thePRAP predictions obtained with
three sets of fragmentation parameters are compared tcatadardfigure 4. parameters tuned
by ALEPH [36], by the Professor tuning tool [37] and defaultT®iA6.424 fragmentation
parameters. Significant differences between these thraplea are seen in the sgi}. region,
where the data are best described by the ALEPH tune. At laagsterse momenta they give
similar results but none of them describes the data.

Predictions from models with different approaches for QCBiation (see section 2) are
shown in figure 5. The data are compared to the CDM modrINgoH, the DGLAP-based
MC RAPGAP and Herwig++ and the CCFM modelaScADE. In the softp?. region, DIAN-
GOH and RaPGAP describe the data within the PDF uncertainties (figure 3ywitg-+, which
uses the cluster fragmentation model, provides a reasemgsicription of the data in the cen-
tral region. The effect of not using the POWHEG option in Hgrw also has been investi-
gated. Only small differences were observed which are nosidered further in this paper.
CAsCADE predicts too high multiplicities in most of the measurgdrange. In the region of
1 < p5 < 10 GeV the best description of the data is achieved byNIzOH. RAPGAP strongly
undershoots the data in the central region. Herwig++ pte@dispectrum which is even below
the prediction of RPGAP. CASCADE is significantly above the data in a wide range;of

The charged particle densities as a functiomore shown in figure 6 fop;. < 1 GeV in
eight different intervals of: and(? . The data are compared to predictions of theaRGOH,
RAPGAP, Herwig++ and @QSCADE generators. DANGOH provides a good description of the
data over the full kinematic range. In general the desaniptif the data by RPGAP is some-
what worse, with overshooting the data by abo0f at low 2. Herwig++ predicts smaller
charged particle densities than observed in data in mosteophase space with differences of
the order ofl0% at the highest)?. CASCADE is significantly above the data fgt < 3 in all
(z,Q?) bins.

In figure 7 the charged particle densities as a function*adre shown iz, Q?) intervals
for 1 < p& < 10 GeV . The shape of the distributions changes witAnd @Q* more strongly
than what is observed fgr;. < 1 GeV (figure 6). At small values of andQ? the measured
distribution is less dependent ari compared to the region at highand Q?. None of the
models describes all aspects of the data. In generaNBoH is closest to the data. However
it fails to describe the data at low and mediumn the central pseudorapidity region, with
downwards deviations of the order 20%. The RAPGAP prediction is below the data, with the
strongest deviation observed at smathnd smally*. Herwig++ significantly undershoots the
data. The prediction of £&SCADE agrees reasonably well with the measurement atdamnd
@Q?, but overshoots the data significantlyzaer Q* increases.
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6.2 Charged particle densities as a function of transverse momentum

In figure 8 the charged particle densities as a functiop;ofire shown for two pseudorapidity
intervals,0 < n* < 1.5 (central) andl.5 < n* < 5 (current). The shapes of the measured
p%. distributions in the two pseudorapidity ranges are simildre spectrum falls by more than
four orders of magnitude from;. < 1 GeV top;. ~ 8 GeV. The measurements are compared
to the predictions of the IA\NGOH, RAPGAP, Herwig++ and QSCADE generators. DANGOH
provides in general a good description of the data, whilg anlhighp’. in the current region
deviations from the measurement are observed. The otheelsfadl to describe the data, with
the strongest deviations being observed in the centrabmegihe ratio of RAPGAP to data
shows a sharp drop at. ~ 1 GeV. Thep!. spectra predicted by Herwig++ are even softer
than those predicted byARGAP. CASCADE in general produces higher particle densities than
measured.

In figures 9 and 10 the charged particle densities as a functig’;. are shown for eight
(x, Q%) intervals for the central and the current region, respegtivin the central region the
measurement shows a dependence,@uch that the number of soft particles is decreasing with
increasingr for fixed Q2. In the current region this effect is less pronounced. TheN®oH
model provides in general a good description of the data theefull kinematic range in both
pseudorapidity regions, degrading at highin the lowest(x, Q?) bin. Significant deviations
of the RAPGAP predictions from data are observed in the central regioowatd andQ?. The
description becomes somewhat better at larger valuesaolQ%. The same trend is observed
for the current region, but the overall data descriptionagidr. Herwig++ fails to describe the
measurements at high- in the whole phase space. At lowesand@? the spectrum is much
softer than the one obtained witlARGAP, while at highz andQ? both predictions are similar.
CASCADE describes the data in the lowasand@? bin at highp?. only.

7 Conclusion

This paper presents a study of charged particle productiotp icollisions at lowQ? mea-
sured with the H1 detector. The kinematic range of the arsabters low photon virtualities,
5 < Q? < 100 GeV?, and small values af, 107* < x < 1072, The analysis is performed in
the hadronic centre-of-mass system. The charged partisities as a function of pseudora-
pidity (n*) and transverse momentumi) are measured differentially inand@?. The charged
particle densities as a function of pseudorapidity shovietsht shapes, depending on ifie
range. Fob < ph < 1 GeV the density of particles is approximately constantifer n* < 3.5,
while for1 < p}. < 10 GeV the density increases with increasiyigip ton* ~ 2.5, a behaviour
expected from the strong ordering of transverse momentwartts the hard scattering vertex.
The charged particle densities as a function of transvemaentum show am dependence at
smalln* (0 < n* < 1.5), such that the number of soft particles is decreasing witheiasinge,
while in thel.5 < n* < 5 range this effect is less visible.

In order to relate the charged hadron spectra to the partnardics at smalt, the data are
compared to QCD models with different evolution approacbesimulating the parton cascade
and with different hadronisation schemes. The data all@w#iidity of different models to be
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tested. At smalp’., the data are reasonably well described kaRGOH (based on the Colour
Dipole Model), as well as by RPGAP (based on the DGLAP shower evolution). At high

and at lown*, RAPGAP severely undershoots the data. The differences are masvpnced at
lowestz and@?, and decrease with increasimgand(@? values. Herwig++ which is also based
on DGLAP but uses a cluster fragmentation model is signiflgdrelow the data over the full
phase space. ASCADE (based on CCFM) gives a reasonable description only at thestawe
and@?, but overall predicts higher charged particle densitiemthbserved in data. The Colour
Dipole Model implemented in IANGOH s the best among the considered models and provides
a reasonable description of the data.
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0 < pi <1GeV |
n*range | /N - dn/dn* stat. sys.
(%) (%)
0.0-1.0 1.019 0.06 6.2
1.0—-1.6 1.577 0.03 34

1.6 —2.1 1.717 0.03 2.7
21-26 1.754 0.03 2.1
2.6 —-3.1 1.706 0.03 14

3.1—-3.7 1.467 0.04 14
3.7—-5.0 0.691 0.08 1.7

Table 2: Charged particle densities as a function*dr 0 < pi. < 1 GeV with relative statis-
tical (stat.) and systematic (sys.) uncertainties givepeincent. The phase space is defined in
table 1.

| 1 < p3 < 10 GeV |
n*range | /N - dn/dn* stat. sys.
(o) (%)
0.0-0.5 0.0807 0.26 6.9
0.5—1.0 0.1448 0.14 4.6
1.0—-1.5 0.1835 0.11 24
1.5 —-2.0 0.2066 0.10 14
20-2.5 0.2255 0.09 1.8
2.5—-3.0 0.2251 0.09 1.9
3.0—-3.7 0.1668 0.13 2.3
3.7—25.0 0.0329 0.42 4.5

Table 3: Charged particle densities as a functiop’dfor 1 < p¥. < 10 GeV with relative sta-
tistical (stat.) and systematic (sys.) uncertaintiesmiveper cent. The phase space is defined
in table 1.
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| 0 < pi < 1GeV |
Q?, x intervals n*range | /N - dn/dn* stat. sys.
(%) (%)
0.0-1.0 1.398 0.14 5.8
1.0—-1.6 1.621 0.09 3.5
1.6 —2.1 1.727 0.08 2.8
0.0001 <z < 0.00024 | 2.1 — 2.6 1.760 0.08 3.5
2.6 —-3.1 1.749 0.08 3.5
3.1—-3.7 1.650 0.10 2.6
3.7—5.0 0.683 0.23 2.1
0.0—-1.5 1.241 0.22 44
5<@Q*<10GeV? | 15—2.3 1.682 0.12 2.7
2.3—-2.8 1.732 0.10 3.2
0.00024 < x < 0.0005 | 2.8 — 3.3 1.671 0.10 2.1
3.3—-3.9 1.347 0.12 2.0
3.9-5.0 0.652 0.24 2.1
0.5—-2.0 1.288 0.21 44
2.0-2.9 1.613 0.13 1.8
29—-3.7 1.272 0.15 2.0
3.7—=5.0 0.554 0.28 2.5
0.0-1.0 1.464 0.15 5.9
1.0—-1.6 1.721 0.10 2.5

5 < @Q? <10 GeV?

5 < @Q? <10 GeV?

0.0005 < =z < 0.002

10 < Q? < 20 GeV?

1.6 —2.1 1.820 0.09 2.6
0.0002 < = < 0.00052 | 2.1 — 2.6 1.865 0.09 2.8
2.6 —-3.1 1.857 0.09 2.1

3.1—-3.7 1.680 0.10 1.6
3.7—-5.0 0.784 023 1.7

Table 4: Charged particle densities as a function*dbr 0 < pi. < 1 GeV for differentQ? and
x intervals with relative statistical (stat.) and system#és$ys.) uncertainties given in per cent.
The phase space is defined in table 1.
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Q?, v intervals n*range| 1/N -dn/dn* stat. sys.
(%) (%)
0.0—-1.5 1.268 0.22 5.2
0«0 <20Geve |15~ 2.3 1.790 012 26
2.3-238 1.819 0.10 2.1
0.00052 < x < 0.0011 | 2.8 — 3.3 1.685 0.10 1.7
3.3—-3.9 1.312 0.12 1.9
3.9-5.0 0.700 0.23 2.0
10 < Q? < 20 GeV? 0.5—2.0 1.34 0.20 8.6
2.0-29 1.650 0.13 1.9
0.0011 < & < 0.0037 2.9 — 3.7 1.263 0.14 2.3
3.7—5.0 0.550 0.28 34
0.0 —1.0 1.461 0.15 5.8
20 < O < 100 GeV? 1.0—-1.6 1.820 0.09 2.7
1.6 —2.1 1.928 0.08 2.4
0.0004 <z < 0.0017 | 2.1—-2.6 1.951 0.08 2.4
2.6 —3.1 1.883 0.08 2.2
3.1-3.7 1.601 0.10 1.7
3.7 5.0 0.883 0.21 2.1
0.0-1.5 1.077 0.20 54
20 < Q% <100 GeV? | 1.5 —-2.2 1.783 0.09 2.6
0.0017 < 2 < 0.01 2.2—-29 1.714 0.09 1.8
2.9 — 3.7 1.445 0.11 1.9
3.7—5.0 0.634 0.22 2.0

Table 4: continued
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| 1 < p% < 10 GeV |
Q?, x intervals n*range | /N -dn/dn* stat. sys.
(%) (%)
0.0—-0.5 0.1365 0.39 5.7
0.5—-1.0 0.1551 0.29 3.5
1.0-1.5 0.1679 0.27 2.3
1.5—-2.0 0.1818 0.26 3.5
2.0—-25 0.1961 0.26 24
25-3.0 0.2084 0.24 24
3.0—-3.7 0.1984 0.31 2.3
3.7—5.0 0.0501 1.02 3.6
0.0—-1.0 0.1115 0.70 7.3
1.0—-1.5 0.1575 0.33 34
1.5—-2.0 0.1758 0.31 3.3
0.00024 < x < 0.0005 | 2.0 — 2.5 0.1903 0.30 5.2
2.5—-3.0 0.2037 029 1.9
3.0—-3.7 0.1626 0.38 2.6
3.7—25.0 0.0311 1.33 8.0
0.5—-1.5 0.1244 0.66 4.5
5<Q?<10GeV? | 1.5—20 0.1675 0.32 4.7
2.0—-25 0.1811 0.31 3.0
0.0006 <z < 0.002 | 2.5—3.0 0.1686 0.32 2.3
3.0—-3.7 0.0978 0.51 3.0
3.7—25.0 0.01071 221 4.7
0.0-0.5 0.1506 042 6.1
0.5—1.0 0.1764 0.30 2.1
1.0—-1.5 0.1959 0.28 2.7
1.5—-2.0 0.2180 0.26 1.7
2.0—-2.5 0.2444 0.25 1.9
2.5—-3.0 0.2646 0.23 2.7
3.0—-3.7 0.2334 031 14
3.7—5.0 0.0552 1.03 2.7

5 < Q? < 10 GeV?

0.0001 < = < 0.00024

5 < Q? < 10 GeV?

10 < Q? < 20 GeV?

0.0002 < =z < 0.00052

Table 5: Charged particle densities as a functiomofor 1 < pi < 10 GeV for differentQ?
andzx intervals with relative statistical (stat.) and system&$lys.) uncertainties given in per
cent. The phase space is defined in table 1.
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Q?, x intervals n* range | 1/N -dn/dn* stat. sys.
(%) (%)
0.0—-1.0 0.123 0.69 8.3
10 < Q2 < 20 Ge\? 1.0—-1.5 0.1910 0.30 3.4
1.5—-20 0.2145 0.27 3.1
0.00052 < x < 0.0011 | 2.0 —2.5 0.2409 0.26 3.6
25-3.0 0.2415 0.26 2.6
3.0-3.7 0.1750 0.37 24
3.7—5.0 0.0315 1.34 3.7
0.5—1.5 0.1496 0.58 6.6
10<@?<20GeV? | 1.5-2.0 0.2086 0.27 3.8
2.0—-2.5 0.2246 0.26 4.5
0.0011 <z < 0.0037 | 2.5—3.0 0.1997 0.28 3.8
3.0—-3.7 0.1051 0.48 3.8
3.7—5.0 0.01028 2.38 1.7
0.0-0.5 0.1581 0.42 6.1
20 < Q < 100 GeV? 0.5—-1.0 0.2105 0.27 2.3
1.0—-1.5 0.2479 0.23 2.5
0.0004 < 2 < 0.0017 1.5—-20 0.2820 0.22 21
2.0-2.5 0.3188 0.20 2.3
2.5—-3.0 0.3386 020 1.4
3.0-3.7 0.2601 0.28 1.5
3.7—25.0 0.0602 0.95 1.8
0.0-1.0 0.118 0.63 9.0
20 < O < 100 GeV? 1.0—-1.5 0.251 0.22 4.5
1.5—-2.0 0.2966 0.19 34
0.0017 <z < 0.01 20-2.5 0.3167 0.19 2.1
2.5 —-3.0 0.2799 0.20 2.1
3.0—-3.7 0.1587 0.34 24
3.7—5.0 0.02112 1.49 4.6

Table 5: continued
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| 0<n*<1.5 |

pyrange | /N -dn/dpy.  stat. sys.
[GeV] [Gev™'] (%) (%)
02—-04 | 3.952 0.01 2.0
04—-0.6 | 2431 0.02 1.6
0.6 —1.0 | 0.954 0.04 1.8
1.0—-2.0 | 0.1686 0.15 2.5
2.0—4.0 | 1.549-1072 0.70 2.0
4.0-10.0| 7.15-1074 541 1.9

Table 6: Charged particle densities as a function as a fumofip’. in the region0 < n* < 1.5
shown with relative statistical (stat.) and systematis(syncertainties given in per cent. The
phase space is defined in table 1.

| 1.5 <n* <5 |

pyrange | /N -dn/dp}  stat. sys.
[GeV] [Gev] (%) (%)
0.0-0.3 | 5.24 0.01 1.8
0.3—-0.6 | 6.10 0.01 1.7
0.6 —1.0 | 2.234 0.02 1.8
1.0-1.5 | 0.6193 0.05 1.5
1.5—2.1 | 0.1849 0.10 1.5
2.1-30 | 523-1072 0.23 2.0
3.0—4.0 | 1.381-1072 047 2.0
4.0-5.0 | 4.14-1073 0.84 24
50—6.3 | 1.402-107% 1.67 2.8
6.3—79 | 3.98-10~* 3.47 2.5
7.9-10.0 | 1.061-10"* 7.60 3.2

Table 7: Charged particle densities as a function as a fumofip’. in the regionl.5 < n* <5
shown with relative statistical (stat.) and systematis (syncertainties given in per cent. The
phase space is defined in table 1.
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0<n*<1.5

|

Q?, x intervals pyrange | /N -dn/dpj.  stat.  sys.
[GeV] [Gev~] () (%)
02—-04 | 4.76 0.03 3.2
5<@Q*<10GeV? | 0.4—0.6 | 2.92 0.04 29
0.6 —-1.0 | 1.144 0.10 3.7
0.0001 <z < 0.00024 | 1.0 —2.0 | 0.1955 0.39 3.0
2.0—-4.0 | 1.489-1072 1.89 3.2
4.0 —10.0 | 5.69-107* 15.36 6.0
0.2—-04 | 3.99 0.05 25
5 < Q? <10 GeV? 04—-0.6 | 2.53 0.06 2.6
0.6 —1.0 | 0.994 0.14 29
0.00024 < x < 0.0005 | 1.0 —-2.0 | 0.1611 0.52 3.3
2.0—-4.0 | 1.286-1072 258 2.7
4.0-10.0 | 5.1-1074 21.40 4.9
0.2—-0.6 | 2.097 0.11 3.0
5 < Q? <10 GeV? 0.6 —1.0 | 0.659 0.19 34
0.0005 < 2 < 0.002 1.0-2.0 | 0.1113 0.74 2.8
2.0—-4.0 | 882-1073 3.40 3.1
4.0-10.0| 3.3-107* 34.47 5.5

Table 8: Charged particle densities as a functiopjoin the region0 < n* < 1.5 for different
@Q? and z intervals shown with relative statistical (stat.) and sysatic (Sys.) uncertainties

given in per cent. The phase space is defined in table 1.
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Q?, x intervals pi-range | I/N -dn/dp  stat.  sys.
[GeV] [GeV ] (%) (%)
0.2—0.4 | 4.97 0.04 2.5
10<@Q?*<20GeV? | 04—0.6 | 3.060 0.05 2.7
0.6 —-1.0 | 1.229 0.11 26
0.0002 < z < 0.00052 | 1.0 —2.0 | 0.2155 040 3.5
2.0—-4.0 | 1.960-1072 187 3.1
4.0-10.0| 9.2-10* 14.13 3.3
0.2—0.4 | 4.05 0.05 3.0
10<@?*<20GeV? | 04—0.6 | 2.593 0.06 2.9
0.6 —1.0 | 1.033 0.13 3.5
0.00052 < x < 0.0011 | 1.0 —2.0 | 0.1811 0.50 4.2
20—4.0 | 1.623-1072 234 58
4.0-10.0| 7.5-107* 18.91 3.2
02—-0.6 | 2.124 0.10 4.5
10<@?*<20GeV? | 0.6—1.0 | 0.692 0.18 4.1
0.0011 < 2 < 0.0037 1.0 —2.0 | 0.129 ) 0.66 4.8
20—-4.0 | 1.119-1072  3.12 3.0
4.0—-10.0 | 4.42-107*  28.92 6.0
0.2—0.4 | 5.00 0.04 2.5
20 < Q* <100GeV? | 0.4—0.6 | 3.156 0.04 2.4
0.6—1.0 | 1.296 0.97 2.8
0.0004 < z < 0.0017 | 1.0 —2.0 | 0.2474 0.36 3.7
2.0—4.0 | 2579-1072  1.57 4.7
4.0—-10.0 | 1.40-1073 11.28 2.8
0.2—0.4 | 3.356 0.05 2.8
20 < Q? <100 GeV? | 0.4—0.6 | 2.254 0.05 2.8
0.6—1.0 | 0.945 0.12 3.6
0.0017 < 2 < 0.01 1.0 —2.0 | 0.1905 042 5.4
20—4.0 | 2185-1072  1.74 6.9
4.0-10.0| 1.21-1073 13.18 3.5

Table 8: continued
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] 1.5<n*<5 \

Q?, x intervals phrange | /N -dn/dps  stat.  sys.
[GeV] [GeV~'] (%) (%)
0.0-0.3 | 5.60 0.04 2.5
0.3—-0.6 | 6.83 0.04 2.8
5 < Q? < 10 GeV? 0.6 —1.0 | 2.290 0.07 3.6
1.0—-1.5 | 0.639 0.14 3.3
0.0001 <z < 0.00024 | 1.5 —2.1 | 0.1897 0.30 2.7

2.1-30 | 5121072 0.69 4.0
3.0—-4.0 | 1.378-1072 1.40 4.8
4.0-5.0 | 397-107° 246 8.6
50—6.3 | 1.40-1073 4.68 9.7
6.3—79 | 434-1071 933 6.2
79-10.0| 9.3-107° 20.80 13.2

0.0—-0.3 | 5.57 0.04 2.8

0.3—-0.6 | 6.64 0.04 2.6

5 < Q? < 10 GeV? 0.6 —1.0 | 2.207 0.08 2.2
1.0—-1.5 | 0.587 017 1.7

0.00024 < x < 0.0005 | 1.5—2.1 | 0.161 0.36 1.8

21-30 | 4121072 085 3.2
3.0—-4.0 | 1.002-102 1.83 5.7
4.0-5.0 | 2.63-1073 3.46 6.7
50—6.3 | 7.69-1071 7.08 5.7
6.3—79 | 2461071 13.98 10.4
7.9-10.0 | 6.65-107° 32.90 18.6

0.0-0.3 | 4.96 0.05 2.2
0.3—-0.6 | 5.74 0.04 2.1
5 < Q? < 10 GeV? 0.6 -1.0 | 1.863 0.08 34
1.0-1.5 | 0.472 0.19 24
0.0005 < z < 0.002 1.5—-2.1 | 0.1214 0.40 2.5

2.1-3.0 | 2.85-1072 1.02 55
3.0-40 | 6.14-1073 240 6.1
4.0-5.0 | 1.55-1073 494 54
50—6.3 | 4.401-107* 1049 12.8
6.3—79 | 1.11-1074 24.17 13.6

Table 9: Charged particle densities as a functiopioin the regionl.5 < n* < 5 for different
(Q? and z intervals shown with relative statistical (stat.) and eysatic (Sys.) uncertainties
given in per cent. The phase space is defined in table 1.
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Q?, x intervals pyrange | 1/N -dn/dp}  stat.  sys.
[GeV] [GeV '] (%) (%)
0.0 —-0.3 | 5.975 0.04 1.5
0.3—06 | 7.16 0.04 2.0
10 < O < 20 GeV? 0.6 —1.0 | 2.517 0.07 1.7
1.0—1.5 | 0.742 0.15 24
0.0002 < x < 0.00052 | 1.5 —2.1 | 0.2317 0.29 2.3
21—-30 | 6.82-1072 0.64 3.4
3.0—4.0 | 1.848-1072 1.30 3.6
40-50 | 5.83-1073 227 5.2
5.0—-6.3 | 2.00-107° 4.45 25
6.3—7.9 | 5.88-107* 891 29
79—-10.0| 1.942-107* 1777 5.3
0.0—-0.3 | 5.824 0.05 1.5
0.3—-0.6 | 6.77 0.04 1.7
10 < O < 20 Ge\? 0.6 —1.0 | 2.332 0.08 2.2
1.0—1.5 | 0.657 0.16 1.8
0.00052 < = < 0.0011 | 1.5 —2.1 | 0.1948 0.31 2.3
2.1—3.0 | 0.0538 0.74 3.0
3.0—4.0 | 1.297-1072 156 5.9
40-50 | 3.94-10°3 290 4.5
50—-6.3 | 1.33-107° 5.80 6.9
6.3—79 | 3.40-107* 1291 6.3
7.9-100| 7.7-107° 30.96 8.6
0.0-0.3 | 5.12 0.05 2.2
0.3—-0.6 | 5.65 0.04 24
10<Q?*<20GeV? | 0.6—1.0 | 1.946 0.08 2.0
1.0—1.5 | 0.538 0.17 22
0.0011 < z < 0.0037 | 1.5 —2.1 | 0.1481 0.35 3.9
21—-30 | 3.89-1072 0.85 3.6
3.0—40 | 8643-107% 194 34
40—-5.0 | 210-1073 3.93 4.7
50—6.3 | 6.43-107* 8.90 12.9
6.3—10.0| 7.7-107° 46.70 10.6

Table 9: continued
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Q?, x intervals pyrange | 1/N -dn/dp}  stat.  sys.
[GeV] [GeV™] (%) (%)
0.0-0.3 | 6.25 0.04 1.6
0.3—-06 | 7.32 0.04 1.7
20 < O? < 100 GeV? 0.6 —1.0 | 2.673 0.07 21
1.0—-1.5 | 0.851 0.13 2.5
0.0004 <z < 0.0017 | 1.5—2.1 | 0.2898 024 24
2.1-3.0 | 9.21-1072 0.52 2.9
3.0—-4.0 | 2.790- 1072 1.01 2.2
4.0-5.0 | 9.30-1073 1.75 3.0
50—6.3 | 3.28-1073 3.37 34
6.3—79 | 9.64-107* 6.79 4.2
7.9—-10.0 | 3.06-1074 1441 3.9
0.0-0.3 | 5.652 0.04 1.5
0.3—-0.6 | 6.052 0.04 1.6
20 < Q2 < 100 Ge\? 0.6 —1.0 | 2.244 0.06 1.7
1.0—-1.5 | 0.697 0.13 1.8
0.0017 <z < 0.01 1.5—-2.1 | 0.2323 024 19
21-3.0 | 7.12-1072 0.52 2.1
3.0 —4.0 | 2.025-1072 1.05 1.9
4.0-5.0 | 6.32-1073 1.92 3.9
50—6.3 | 2.20-1073 3.87 4.0
6.3—79 | 591-10"* 8.42 6.0
79-10.0| 1.38-1074 19.37 20.1

Table 9: continued

29
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Figure 3: Charged particle density as a functionoffor (a) p; <1 GeV and for (b)
1 < ph < 10 GeV compared to RPGAP predictions with different proton PDFs. The predic-
tions are obtained using the ALEPH tune.
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Figure 4: Charged particle density as a functionof for (a) p5. < 1 GeV for (b)
1 < ph < 10 GeV compared to RPGAP predictions for three different sets of fragmentation
parameters. The predictions are obtained using CTEQ6L (0. P
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Figure 5: Charged particle density as a function of for (a) pi. < 1 GeV for (b)
1 < p% < 10 GeV compared to DANGOH, RAPGAP, Herwig++ and @QscADE Monte Carlo
predictions.

31



c *C 5 <0? 2 2 2 2 2
= [ 0Q? <10 GeV [ 5 <Q?< 10 GeV [ 5 <Q%< 10 GeV
T 3t 0.0001<x <0.00024 | 0.00024 < x <0.0005 | 0.0005 < x < 0.002
iz - -
b e [
e e 3 : oo e 1 |
$E - | :_ ..... Eﬁ'_' : I |-=-
L [ | —— :! F’ :—!
i = | ik : ==
O [ N N N 1 N N N 1 N i .- N N N 1 N 1 N : : 1 " 1 " i
10 < Q% < 20 GeV? [ 10 < Q% <20 GeV? [ 10 < Q? < 20 GeV?
3r 0.0002 <x <0.00052 [ 0.00052<x <0.0011 [ 0.0011 < x < 0.0037
A MRS [
2Fk . . L [ - L e
3 == - P —8—= P B I
o i | ! [ [
1 | - | | |
== —— i I
| , =
O [ 1 1 i 1 N 1 | | 1 PR B i
20<Q” <100 Gev 20 < Q? < 100 GeV?
L *
3r 0.0004 <x <0.0017 [ 0.0017 < x < 0.01 P, < 1 GeV
[ —
j Lo —4— H1 data
L . |
I ’.—.4;@% ---- DJANGOH
| — RAPGAP
—— | .
i , Herwig++
=
""" 1 ----CASCADE
N N N N 1 N N N 1 N I N N N N 1 N N N 1 N N N
0 2 4 0 2 4 6

r]*

Figure 6: Charged particle density as a functiomofor pi. < 1 GeV for eight intervals of)?
andx compared to DANGOH, RAPGAP, Herwig++ and @QSCADE Monte Carlo predictions.
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Figure 7: Charged particle density as a functiopofor 1 < p} < 10 GeV for eight intervals of
(Q)? andx compared to DANGOH, RAPGAP, Herwig++ and @scADE Monte Carlo predictions.
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Figure 8: Charged particle density as a functiorppfin the ranges (a) < n* < 1.5 and
(b) 1.5 < n* < 5 compared to DANGOH, RAPGAP, Herwig++ and @QSCADE Monte Carlo
predictions. The ratios of MC predictions to the measuresare shown on the bottom of the
figure.
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Figure 9: Charged particle density as a functiorppfin the ranged < n* < 1.5 for eight
intervals of? andx compared to DANGOH, RAPGAP, Herwig++ and @QSCADE Monte Carlo

predictions.
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Figure 10: Charged particle density as a functiorppfin the rangel.5 < n* < 5 for eight
intervals of? andx compared to DANGOH, RAPGAP, Herwig++ and @QsCcADE Monte Carlo

predictions.
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