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Abstract

The diffractive processp — eXY, whereY denotes a proton or its low mass exci-
tation with My < 1.6 GeV, is studied with the H1 experiment at HERA. The analysis is
restricted to the phase space region of the photon virtualit Q2 < 1600 GeV?,
the square of the four-momentum transfer at the proton vettex 1.0 GeV? and the
longitudinal momentum fraction of the incident proton carried by the colosidgshange
zp < 0.05. Triple differential cross sections are measured as a functianfQ? and
0 = z/xzp wherex is the Bjorken scaling variable. These measurements are made after
selecting diffractive events by demanding a large empty rapidity intervalragpg the fi-
nal state hadronic system§andY . High statistics measurements covering the data taking
periods 1999-2000 and 2004-2007 are combined with previously peblistsults in or-
der to provide a single set of diffractive cross sections from the Herxent using the
large rapidity gap selection method. The combined data represent a fatierdn three
and thirty increase in statistics with respect to the previously published re3ilésmea-
surements are compared with predictions from NLO QCD calculations basdiffractive
parton densities and from a dipole model. The proton vertex factorisatipathgsis is
tested.
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1 Introduction

At HERA a substantial fraction of up td0% of ep interactions proceed via the diffractive
scattering process initiated by a highly virtual photon1%}- In contrast to the standard deep
inelastic scattering (DIS) procesp — eX (figure 1a), the diffractive reactiosp — eXY
contains two distinct final state systems (figure 1b), whérs a high-mass hadronic state and
Y is the elastically scattered proton or its low-mass exoitatemerging from the interaction
with almost the full energy of the incident proton.

(@

Figure 1: Inclusive (a) and diffractive (b) deep inelastiatsering.

The study and interpretation of diffraction at HERA prowsdessential inputs for the under-
standing of quantum chromodynamics (QCD) at high partonitess The sensitivity of the
diffractive cross section to the gluon density at low valaeBjorkenz can explain the high rate
of diffractive events. Diffractive reactions may thereddye well suited to search for saturation
effects in the proton structure wherreaches sufficiently small values [16].

Several theoretical QCD approaches have been proposeéiprigitthe dynamics of diffrac-
tive DIS. A general theoretical framework is provided by Q€D collinear factorisation the-
orem for semi-inclusive DIS cross sections such as thatgor eXp [17,18]. This implies
that the concept of diffractive parton distribution furets (DPDFs) may be introduced, rep-
resenting conditional proton parton probability disttibns under the constraint of a leading
final state proton with a particular four-momentum. Emgatyg, an additional factorisation has
been found to apply to good approximation, whereby the faegawhich describe the proton
vertex factorise from those describing the hard interacmoton vertex factorisation) [19, 20].
The dependence of the DPDFs on the kinematic variablestetatthe proton vertex can be
parametrised conveniently using Regge formalism, whicbwarts to a description of diffrac-
tion in terms of the exchange of a factorisable PomeiBn[@1] with universal parton densities.
Several authors have analysed diffractive DIS data to exD&DFs [4, 8, 10, 22—-33], with the
conclusion that the data are compatible with proton veraexdrisation at low fractional proton
energy lossesy p, and for photon virtualities)? above~ 5 GeV2. The DPDFs extracted in
these publications consistently find a dominant gluon doumtion. At largerzp (xp > 0.1),

a separately factorisable sub-leading Reggeon exchdRyjen(th a differentz dependence
and partonic composition, is usually included to maintagoad description.

The diffractive cross section can also be interpreted withe dipole model. In this picture,
the virtual photon fluctuates into a colour singjétpair (or dipole) of transverse size-1/Q),
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which subsequently undergoes a hard scattering with thepi{84—39]. In the low domain,

it is expected thagg-g dipoles also contribute to inclusive diffraction [40]. Imrecent unified
saturation description of diffractive DIS good agreemeithwlata has been obtained in the full
Q? range down to~ 3 GeV? [16]. This dipole model uses the parametrisation for thelgip
scattering amplitude obtained in [41], which is an extensibthe saturation model presented
in [36] containing in addition heavy-quark contributionkhis approach is interesting because
it relates the diffractive process, in the regimg < 0.01 in which saturation is expected to
be relevant, to the DIS inclusive process. The descriptidhediffractive process is obtained
without extra parameter by considering the dipole cross@ee, and the diffractive slop&
being directly related.

In this paper, a new measurement of the diffractive neutnatent DIS cross section is
presented. This is based upon H1 data for which there is aenabsof hadronic activity in
a large rapidity region extending close to the outgoing gmdteam direction. The data were
recorded with the H1 detector in the years 1999-2000 and-2004, when HERA collided
protons 0f920 GeV energy with27.6 GeV electrons and positrons. The analysed data cover the
low and mediumy? region from3 to 105 GeV2. A combination with previous measurements
obtained by H1, also using Large Rapidity Gap (LRG) eventstzased on low and medium
(Q? data from 1997 and higp? data from 1999-2000 [10], is performed in order to provide a
single set of diffractive cross sections 19F up to1600 GeV?. The results are compared with
QCD calculations based on DPDFs extracted from previous kHl[d@] and with recent dipole
model predictions [16].

2 Diffractive DIS Kinematics Variables and Observables

The kinematics of the inclusive DIS process can be deschlyalle Lorentz invariants

2
= = — = — 1
T 2P'q’ y P~k’ Q q7 ()

whereP andk are the 4-momenta of the incident proton and eleétreapectively and is the
4-momentum of the exchanged virtual photon. The kinemafitise diffractive process can be
described in addition by the invariant masdés and My of the systemsy andY’, and

t — (P—Py)Q,
_q2 Q2

q-(P— Py) Q>+ M2 —t T
tr = ~ 02 2 2~ 3o (@)
q-P Q* +W?2—mp B

where Py is the 4-momentum of systei, W? = (¢ + P)?* is the squared centre of mass
energy of the virtual photon-proton system ang is the proton mass. The variabtg is the

LIn this paper the term “electron” is used generically to réfeboth electrons and positrons.



fractional momentum loss of the incident proton. The qugnti has the form of a Bjorken
variable defined with respect to the momentim- Py lost by the initial proton.

In analogy to the inclusive DIS cross section, the inclushfractive cross section inte-
grated ovet for ep — e XY in the one-photon exchange approximation can be writtearmg

of diffractive structure functiong”® and F"® as
d3gepr—eXY 4 y? y?
I dFdey — HQ8 {(1 et 5RO - TG )| @)

wherea,,, = 1/137. The structure functiorﬂ’f(?’) corresponds to longitudinal polarisation of
the virtual photon. The reduced diffractive cross sect®défined by

4 3 ep—eXY
D)2 _BQ 1 d°o 4
0, (Q ,ﬁ,ljp) 47Tazm (1_y_+_y72) dQ2d6de‘P ( )
2
_ pP® ____ Y pbe) 5
2 1+ (1—y2 * ©

3 Experimental Procedure

3.1 H1Detector

A detailed description of the H1 detector can be found elseeljid2—44]. Here, only the
detector components relevant for the present analysisraflybdescribed. H1 uses a right-
handed coordinate system with theaxis along the beam direction and the or “forward”
direction being that of the outgoing proton beam. The poteyl@d is defined with respect to
the > axis and the pseudorapidity is given hy= — In tan 6 /2.

The liquid argon (LAr) calorimeterd < 6 < 154°) is situated inside a solenoidal mag-

net. The energy resolutions for electromagnetic and hadsiowers arer(E)/E ~ 11%/

E/GeV @ 1% ando(E)/E ~ 50%/+/E/GeV & 2%, respectively, as obtained from test
beam measurements [45,46]. The backward rediddf(< ¢ < 176°) is covered by a lead scin-
tillating fibre calorimeter, the SpaCal [44], which has bollaceromagnetic and hadronic sec-
tions. Its energy resolution for electromagnetic showets £)/E ~ 7.1%/+/ E/GeV & 1%.
A tracking chamber placed in front of the SpaCal, the backvaaiftl chamber (BDC) for the
period 1999-2000 and the backward proportional chambe€{B&r the period 2004-2007, is
used to identify the scattered electron and to determirgoi&ion.

The main component of the central tracking detector is timtrakjet chamber CIC(° <
6 < 160°) which consists of two coaxial cylindrical drift chamberghwvires parallel to the
beam direction. The measurement of charged particle teasgsvmomenta is performed in a
magnetic field ofl.16 T, which is uniform over the full tracker volume. The forwatrdcking
detector, § < 30°) is used to determine the vertex position for events wher€30 track is
reconstructed.

The forward components of the H1 detector, used here to tdighgr activity at large pseu-
dorapidity 8.5 < n < 7), are the Plug forward calorimeter, the forward muon dete@@MD),
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the proton remnant tagger (PRT) and the forward taggingesy¢ETS). The Plug enables en-
ergy measurements to be made in the pseudorapidity range n < 5.5. It is positioned
around the beam-pipe at= 4.9 m. The FMD consists of a series of drift chambers covering
the rangel.9 < n < 3.7. Primary particles produced at largeican be detected indirectly in
the FMD if they undergo a secondary scattering with the bego® @ other adjacent material.
For the period 1999-2000, secondary particles, or theexeattproton at very higlt|, can also
be detected by the PRT, covering the rage< n < 7.5, which is located a24 m from the
interaction point and consists of layers of scintillatorreunding the beam pipe. In the period
2004-2007, the PRT is replaced by the FTS which consistswfdtations of scintillators ar-
ranged around the proton beam pipeat 26 m, z = 28 m, z = 53 m andz = 92 m. Only
the stations a6 m and28 m are used to tag proton dissociation, since further dowastr
elastically scattered protons often hit the beam-pipe.

The luminosity is determined from the rate of Bethe-Heiflencesses measured using a
calorimeter located close to the beam pipe at —103 m in the backward direction.

3.2 Data Samples

Different event samples corresponding to differ€itranges are analysed in this paper. For the
interval 3 < Q% < 25 GeV?, a ‘minimum bias’ (MB) sample corresponding to an integidate
luminosity of 3.5 pb~! is used, which was recorded during a special data takingogeni
1999 with dedicated low)? electron triggers. For photon virtualities in the interval< Q? <

105 GeV?, data taken throughout the periods 1999-2000 and 2004-@@0¥sed, corresponding

to a total integrated luminosity &f71 pb—!. These cross section measurements are combined
with previously published H1 LRG data [10]. All event sangée summarised in table 1.

Data Set Q? range Proton Energy Luminosity
(GeV?) E, (GeV) (pb™1)
New data samples
1999 MB 3<@?<25 920 3.5
1999-2000, 10 < Q* < 105 920 34.3
2004-2007| 10 < @Q? < 105 920 336.6
Previously published data samples

1997 MB 3<@?<135 820 2.0
1997 13.5 < Q% < 105 820 10.6
1999-2000, 133 < Q? < 1600 920 61.6

Table 1: Summary of the data samples used in the analysis.

3.3 Event Sdlection and Kinematic Reconstruction

DIS events are selected by requiring a localised energysiefatuster) in the SpaCal calorime-
ter with an energy greater thdf GeV, ensuring a trigger efficiency closelt@0%. The cluster

radius of the electron candidate is required to be less tham, as expected for an electro-
magnetic shower. In order to avoid losses of energy into genbpipe, the radial distance
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between the beam axis and the cluster barycentre is requaree larger thari1 cm. For the
data recorded in 1999-2000, a track segment was requirdetiBDC, matching the cluster in
the SpaCal calorimeter withiicm.

Cosmic ray and beam induced backgrounds are reduced to idgligvels by requiring
a vertex reconstructed withiB5 cm of the nominal interaction point and the timing of the
signals from the tracking detector to be within the intemgbected foep collisions. Radiative
events and photoproduction events in which a hadron is emgified as the scattered electron
are suppressed by requiring, (E* — p.) > 37 GeV, whereE" andp’ are the energy and
longitudinal momentum of all detected particlesncluding the scattered electron.

The inclusive DIS kinematic variables, Q? and the inelasticity;, are reconstructed using
the techniques introduced in [4]. In order to optimise th&otetion throughout the measured
y range, information is exploited from both the scatteredtetan and the hadronic final state
according to

AE? (1— 2
y=ya+ W2 —vl) QQZW’ ZEZ%- (6)
Here, y. andy,; denote the values af obtained from the scattered electron only (‘electron
method’) and from the angles of the electron and the hadforatstate (‘double angle method’),
respectively [10].E, is the electron beam energy af{dis the polar angle of the scattered elec-
tron. In order to ensure a reasonable containment of theohadfinal state in the central
detectors only events with > 0.04 are selected.

A sub-sample of events where a diffractive exchange domet selected by requiring
that no signal is recorded above noise levels in a numberrefaa components of the H1
detector. The pseudorapidity,,, of the most forward energy deposit in the LAr calorimeter
above a noise threshold 890 MeV is required to be less than3. At most one hit pair should
be present in the first two layers of the FMD. The energy messir the Plug calorimeter is
required to be smaller thahGeV. For the period 1999-2000, it is required that there isigoal
in the first five layers of the PRT. For the period 2004-2001 required that there are no hits
in the26 m and28 m stations of the FTS. After these selection criteria ardiagpthe systems
X andY are well separated by an LRG. The syst&nis fully contained in the main part of the
H1 detector and the systemmgoes unobserved into the beam pipe.

The large rapidity gap selection yields a sample which isidated by the elastfgprocess
ep — eXp, with the outgoing proton transverse momentgyp, and hencet| ~ pf’p, being
relatively small. However, there is an admixture of protaossdciative eventsgp — eXY,
where the proton dissociation system has a small m#&ss The ranges of sensitivity of the
measurement id/y. andt are determined by the acceptances of the forward detectachw
are used to identify the large rapidity gap. In order to kéepuncertainties arising from proton
dissociation small and to ease comparisons with previotes [d8], the measurement is inte-
grated over the regionfy < 1.6 GeV, |t| < 1 GeV?2. The correction factors applied to account
for the net migrations about these limits are determinedvayuation of the forward detector
response to elastic proton and proton dissociative presessing the Monte Carlo program
DIFFVM [47]. This correction is9% for the 1999 MB and 1999-2000 samples amid: in

2Here the term “elastic” is used to refer to the procgss— e XY with Y = p and not toep — ep.
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2004-2007. Noise in the forward detector components resnlsome events being wrongly
rejected from the samples. These losses are determineglnasidomly triggered events which
are overlaid with simulated events.

The reconstruction of hadrons combines information froeaalorimeters and vertex-fitted
tracks in the central tracker without double counting [48}e reconstructed hadronic final state
four vectorPy is then defined as the vector sum of all reconstructed hadfdresinvariant mass
My of the final state systern¥ is obtained by

MX = P]?[ ) (7)

with y, = >, (E" — p")/2E,, where the sum runs over all reconstructed hadrons. Therfact
y/yn is included to improve the resolution at largewhere losses in the backward direction
become large. The kinematic reconstruction method useel leads to a resolution M x
varying from13 to 22% in the measured kinematic range. In this analy&ls, is required to be
abovel GeV. According to equation (2) and neglectiighe diffractive variableg andz p are
obtained from: 0

x,p:%. ®)

3.4 MonteCarlo Smulations

Corrections for detector inefficiencies and acceptance®dse to the event selection cuts are
evaluated bin-by-bin directly from the data or by using a Mo@arlo (MC) simulation of the
detectors. Corrections for migrations in the kinematic afalés due to the finite resolution
are determined using MC programs. All generated MC evergassed through a detailed,
GEANT [49] based, simulation of the H1 detector, which taikés account the running condi-
tions of the different data taking periods, and are subgetti¢ same reconstruction and analysis
chain as used for data.

Diffractive DIS is modelled using the RAPGAP Monte Carlo getter [50]. The RAPGAP
event generator implements the exchange of a partonic Ronoermeson with leading order
QCD matrix elements. The Pomeron and meson fluxes and thenghisttoibutions used in the
event simulation are based on the DPDF fit to previous H1 dé&ta2(006 DPDF Fit B) [10].
At low QQ?, H1 2006 DPDF Fit B undershoots the data, as observed previously Bd{Q? <
7 GeV?, RAPGAP is therefore reweighted by a parametrisation, déipg on(Q? and 3, to
describe the present data. Higher order QCD radiation is Heatasing initial and final state
parton showers in the approximation of leading logarith®iE].[ Hadronisation is simulated
using the Lund string model [52] as implemented in JETSET].[SQED radiative effects,
including virtual loop corrections, are taken into accouiat an interface to the HERACLES
program [54]. Migrations into the sample from the regibRi- > 5 GeV are studied by using
RAPGAP in the inclusive DIS mode. At loW/x, where the presence of the meson resonances
p, w,  becomes important, the DIFFVM MC [47] is used in additioneNtonte Carlo program
COMPTON [55] is used to simulate single dissociation andasigt Bethe-Heitler events.



Background fromep interactions may arise from photoproduction everts £ 0) in which
the scattered lepton signal is faked by a hadron detectdueiispaCal calorimeter. It is esti-
mated using the PHOJET Monte Carlo model [56] and found to lgégilele in this analysis.
Other backgrounds, such as those due to interactions ofghm® with the remaining gas in
the beam pipe or with beam line elements upstream of the Hictiet are also found to be
negligible.

3.5 Systematic Uncertainties

A detailed systematic error analysis has been performedhioh the sensitivity of the mea-
surements to variations in the efficiencies and energy sadlthe detector components and to
the details of the correction procedure is tested. The Byaie error sources leading to un-
certainties which are correlated between data points @erdaed from the agreement of the
simulation with data in this analysis and are listed below.

e The uncertainty on the SpaCal electromagnetic energy ssalaiuated to be.5% and
0.4% for 1999-2000 and 2004-2007 data, respectively. The uaiceigs in the relative
alignment of the different detector components are refteatepossible biases in the
electron polar angle measurement at the levél.oimrad andl mrad for 1999-2000 and
2004-2007 data, respectively.

e The hadronic energy scale of the LAr calorimeter is knowp’ofor the 1999 MB sample
and to1.5% for all other samples.

e Imperfect treatment of calorimeter noise can result in & mahe reconstruction af/y.
The corresponding uncertainty is evaluated by varying tmewnt of calorimeter en-
ergy classified as noise lY%. This level of precision is determined by comparing the
calorimeter noise subtracted in the data with that in the tdd@arlo model, which in-
cludes a simulation of noise based on randomly triggeredteve

e The efficiency with which the FMD registers activity whenthés hadronic energy flow
in its acceptance region is varied in the simulation3y for 1999-2000 andt% for
2004-2007. For the PRT and FTS, this efficiency is varie@Wy and7%, respectively.
The Plug energy scale is varied b9%. These levels of uncertainty are obtained by
comparison of the present data with the Monte Carlo simulatttw samples in which
forward detector activity is required.

e The model dependences of the acceptance and migratiorctton® and of the back-
ground subtractions are estimated by varying the detaitht@Monte Carlo simulation
within the limits permitted by the present data. In the RAHGgimulation of diffrac-
tion, thexp distribution is reweighted byl /z)*%%, the 3 distribution by 3*%% and
(1 — 3)%0%, thet distribution bye*! [12] and the@? distribution by(log Q?)*%2. The
reweighting int and (1 — 3) are found to have a negligible effect on the measured cross
sections. For)? < 7 Ge\?, an additional uncertainty on the shape of thdistribution
is introduced to account for the poor description of the datdRAPGAP in this phase
space region. This results in an additional uncertaintpwdl’% on the measured cross
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sections. The normalisation of the sub-leading meson exyghan RAPGAP is varied by
+25% and that of the vector meson production simulation (DIFF\idA)aried by+50%.
The uncertainty in the background from high,, as simulated by the inclusive RAPGAP
MC, is taken to bd 00%.

e The model dependence of the bin centre corrections is estihiy comparing the results
obtained using the H1 2006 DPDF Fit A and Fit B sets. It resalessizeable correlated
uncertainty of up t&% only at the largest values.

Several further uncertainties, listed below, affect atiedaoints in an identical manner and
are thus considered as normalisation uncertainties.

e The uncertainty on the factor correcting the measured @estson to the kinematic range
My < 1.6 GeV, |t| < 1 GeV* is 7% (see section 3.3). The dominant contribution to this
uncertainty arises from variations in the assumed ratiorofgm dissociation to elastic
proton cross sections in the ran@é to 2.0. Fluctuations of the noise level in the forward
detector components are also taken into account.

e The normalisation uncertainty arising from the luminogitgasurement i$.5% for the
1999 MB and 1999-2000 data samples arid; for 2004-2007 data.

A third class of systematic errors leads to uncertaintiesclviare considered not to be
correlated between data points.

e The calculated acceptance of theg,, cut depends on the modelling of the hadronic fi-
nal state topology. The associated uncertainty is estonfaten the effect of using an
alternative model for higher order QCD processes (the codljpwle approach [57] as
implemented in ARIADNE [58] in place of parton showers). Jhesults in an uncer-
tainty which depends to good approximation op only and varies betweeh2% at
zp = 0.0003 and4% atzp = 0.01.

e The uncertainty on the trigger efficiency1i%:.

e The uncertainty on radiative correctionslig.

The total systematic uncertainty on each data point is fdrbyeadding the individual con-
tributions in quadrature. A full decomposition of the sys#dic errors on the measured cross
sections is available elsewhere [59]. Away from the bouedaof the kinematic region, the
systematic error excluding the normalisation uncertaiathges fron8% to 9% (4% to 10% for
1999 MB data), with no single source of uncertainty domimatiThese systematic uncertain-
ties are to be compared with statistical errors of the ordétoin the intermediat&)? domain
(1999-2000 and 2004-2007 data) &td for the low (Q? region (1999 MB data). The overall
normalisation uncertainties for each data set are of therarfi7 to 8%.
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4 Resultsand Discussion

4.1 Diffractive Cross Section M easurements and Combination

The 1999 MB, 1999-2000 and 2004-2007 data samples are useshigure the reduced diffrac-
tive cross sectioaf’(3)(Q2, B, zp). The bins inQ?, 3 andz p are chosen to have a width always
larger than twice the experimental resolution. The crosiG® measurements are corrected to
fixed values ofQ?, 3 andxp for each bin using predictions from the K006 DPDF Fit B.
These corrections are of the orderi8f in average. The details of this procedure including bin
definitions are the same as for the previous H1 measurem@nfl[he measurements are quoted
at the Born level after correcting for QED radiative effed@adiative corrections are calculated
bin by bin using the HERACLES program [54] interfaced to RAF®BAhey are smaller than
5% for all measured data points. The results are correctedeodbion)y < 1.6 GeV, and

It| < 1GeVA.

The new data sets of this analysis are combined with thequsly published H1 measure-
ments from the 1997 data [10] using th&minimisation method developed for the combination
of inclusive DIS cross sections [60—62]. In the year 199@é,dhta were taken at a centre-of-
mass energy of/s = 300 GeV whilst all the other data samples were takeg/at= 319 GeV.
The 1997 measurements are therefore correctedste= 319 GeV using H12006 DPDF Fit
B to parametriseFLD @ This correction is always below’ in the kinematic domain covered.

The error associated to this correction is estimated byingrthe Ff ®) prediction from H1
2006 DPDF Fit B by +£100%, which is conservative with respect to the direct measurgme
of FLD(g) [15]. The combined cross section measurements are givey'doe= 319 GeV. For

rp = 0.03 and forQ? > 133 GeV? in all zp bins, only cross section values measured previ-
ously [10] are available.

The combination is performed taking into account correlagstematic uncertainties. Sys-
tematic uncertainties associated with detector modebirggtreated as uncorrelated between
data sets. Model systematic uncertainties on the acceptartmigration corrections are con-
sidered to be completely correlated between data sets. Aralbwormalisation uncertainty of
4% is also considered as correlated between data sets. Ispords to the fraction of the cor-
rection factor accounting for smearing about thie¢ and¢ boundaries (see section 3.3), whose
determination method is common to all data sets. Theré%realata points averaged &y7
cross section measurements. The data show a reasonabist@ong with the totak? per de-
gree of freedomr{y.s) of x?/ngor = 371/320. The adjustments of the relative normalisations
are small, with the normalisation of the 1999 MB data setistagonstant and the other data
samples shifting by at mo$t3%. The distribution of pulls [62] of each data point relatieetthe
combined cross section measurements is shown in figure 2aexdrobt exhibit large tensions.
The largest deviations are observed in the lowigsbins atz p = 0.01.

The 5 dependence of the combined reduced cross section measusemaeiltiplied byz p,
is shown in figures 3 to 6 for fixed values of = 0.0003, 0.001, 0.003 and0.01 and is com-
pared with the previously published cross section measemés{10] and with the prediction
from the H12006 DPDF Fit B. The)? dependence is presented in figure 7. A significant reduc-
tion of statistical errors is observed. The new combinea dialve a total uncertainty between

12



4% and7% whereas they were typically of the order©f and10% in the previously published
results.

Forxp = 0.03 only the previous measurements [10] exist. They are onfjhdif modified
by the combination procedure. The resultipgnd(@? dependences are shown in figure 8. The
results for allz  bins are also provided in numerical form in tables 2 to 7 ar{@8@j. Statistical
together with uncorrelated and point-to-point correlaggstematic uncertainties are shown.

4.2 Comparisonswith other measurements

The combined reduced cross sectig® can be compared with other H1 measurements ob-
tained by a direct measurement of the outgoing proton usi@¢itlL Forward Proton Spectrome-
ter (FPS) [12]. The cross sectiep — e XY measured here with the LRG data includes proton
dissociation to any systefii with a mass in the rang#/y < 1.6 GeV, whereas in the cross
section measured with the FPS the systéns defined to be a proton. Since the LRG and FPS
data sets are statistically independent to a large extehtrendominant sources of systematic
errors are different, correlations between the uncertsnon the FPS and LRG data are ne-
glected. The FPS results are interpolated to@Re 3 andz» bin centre values of the LRG
data using a parametrisation of the B106 DPDF Fit B. Only FPS data with interpolation
corrections betweef.8 and1.25 are used. The ratio of the two measurements is then formed
for each(Q?, 8, xp) point forxp = 0.01 andzp = 0.03, at which both LRG and FPS data are
available. The global weighted average of the cross serdittm LRG/FPS is

O'(My < 1.6 GQV)
o (Y =p)

= 1.203 £ 0.019(exp.) & 0.087(norm.) , 9

where the experimental uncertainty is a combination ofstteal and uncorrelated systematic
uncertainties on the measurements. In figure 9 the combiR&al tross section measurements
as a function ofy? are compared with the interpolated FPS data rescaled bytar fag, fol-

lowing the above determination. A good agreement betwestwib measurements is observed.

The combined H1 LRG cross section are also compared with ts racent measurements
by the ZEUS experiment using a similar LRG selection [14].e3dn ZEUS diffractive data
have been determined for identigalandz » values, but at differenf)? values to H1. In order
to match theMy < 1.6 GeV range of the H1 data, a global factor @1 + 0.07 [14] is
applied to the ZEUS LRG data. The comparison fdy < 1.6 GeV between the H1 data
and the rescaled ZEUS data is shown in figure 10. The ZEUS dathtd remain higher than
those of H1 by~ 10% on average. This difference in normalisation is consisteitt the
8% uncertainty on the proton-dissociation correction fa@bn.91 + 0.07 applied to ZEUS
data combined with the normalisation uncertainties of e data sets of% (H1) and2.25%
(ZEUS). This normalisation difference is also similar tattlof 0.85 + 0.01(stat.) += 0.03(sys.)
099 (norm.) between the H1 FPS and the ZEUS LPS tagged-protanséé [12]. Deviations
are observed between tidedependences of the two measurements at the highest and lewes
values. However a good agreement of ¢pedependence is observed throughout most of the
phase space.
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4.3 Comparison with Models

Figures 3 to 10 show the measurements compared to predidiesed on the H2006 DPDF
Fit B. The DPDF fit assuming proton vertex factorisation uiseithe previous H1 analysis [10]
became unstable when data points with < 8.5 GeV? were included. Therefore, only an
extrapolation of the DPDFs predictions to this kinematimam is indicated as dashed lines in
these figures. In figure 10 the data are compared also withqpiets of the dipole model [16].
As the dipole model predictions correspond to the proepss> eXp, they are rescaled by a
factor of 1.20 according to equation (9). Both approaches give a good waeacription of
the measurements. In the la@ range, forQ? < 8.5 Ge\?, the dipole model, which includes
saturation effects, seems to better describe the datagatiéor largels and forxp = 0.01 it
tends to underestimate the measured cross section.

4.4 RatiotolnclusiveDIS

In analogy to hadronic scattering, the diffractive and thtaltcross sections can be related via
the generalisation of the optical theorem to virtual phatoattering [63]. Many models of low
x DIS [64—69] assume links between these quantities. ConpénaQ? andx dynamics of
the diffractive with the inclusive cross section is therefa powerful means of comparing the
properties of the DPDFs with their inclusive counterpartd af testing models. The evolution
of the diffractive reduced cross section wifii can be compared with that of the inclusive DIS
reduced cross sectian by forming the ratio

U'ID(S)(:EP’ Z, Q2>
or(z,Q?)

at fixedQ?, 8 = z/xp andzp. A parametrisation of, from [70] is used. This quantity is
equivalent to the ratio of diffractive to*p cross sections,

(1=08)zp, (10)

M2 dUTD(3)(MX7 W, QQ)
X dMx (11)
o b (W,Q?%)

studied in [8, 9, 13] as a function & and(? in ranges ofMx. Assuming proton vertex fac-
torization in the DPDF approach, this ratio is expected tonoependent of)? and depends
only weakly ons andz ~ Q% /W? for sufficiently largeM . A remaining weak: dependence
of the ratio may arise due to deviations from unity of the rioépt of the Pomeron trajectory,
which are studied in the next section. The ratio (10) is showiigure 11 as a function aof

at fixedz» andQ? values. The ratio of the diffractive to the inclusive crosst#on is found
to be approximately constant withat fixedQ? andz» except towards larger values which
correspond to largg values. This indicates that the ratio of quark to gluon @hstions is sim-
ilar in the diffractive and inclusive process when consédkat the same low value. The ratio
Is also larger at high values ofp, zp = 0.03, where the sub-leading exchange contribution
of the diffractive cross section is not negligible, but ibn@ns approximately constant with
These observations are in agreement with previous sintiligiess [12]. The general behaviour
of the ratio, and especially its decrease towards larges reproduced by both the DPDF [10]
and dipole model [16] predictions.
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4.5 Extraction of the Pomeron Trajectory

The diffractive structure functioFQD ®) is obtained from the reduced cross section by correcting
for the smaIIFLD(3) contribution using the predictions of the 006 DPDF Fit B, which is

in reasonable agreement with the recent direct measuremieﬁf ® [15]. The diffractive
structure function can be investigated in the framework edée phenomenology and is usually
expressed as a sum of two factorised contributions correipg to Pomeron and secondary
Reggeon trajectories

FOQ% 8, xp) = fep(zp) B (Q% B) + nr fryp(zp) FH(Q7,B) . (12)

In this parametrisationf’ can be interpreted as the Pomeron structure function/@ficas
an effective Reggeon structure function. The global noisatibn of this last contribution is
denotednz. The Pomeron and Reggeon fluxes are assumed to follow a Rebgeibur with
linear trajectoriesyp r(t) = ap,r(0) + o/]p,]Rt, such that

tmin GBP’Rt
fppmp(Tr) = / S m@-T4t (13)
tcut .CCP ’
In this formula, |¢,:,| is the minimum kinematically allowed value @f andt.,;, = —1 GeV?

is the limit of the measurement.

In equation (12), the values &t are treated as free parameters at eaamdQ? point, to-
gether with the Pomeron intercepj(0) and the normalisationy, of the sub-leading exchange.
The values of the other parameters are fixed in the fit. Thenpetersap, = 0.047505 GeVv—2
and Bp = 5.770% GeV~? are taken from the last H1 FPS publication [12]. The intetcep
of the sub-leading exchanger(0) = 0.5 + 0.1 is taken from [4]. The parameters;, =
0.30705 GeV-2 and B = 1.6, GeV? are obtained from a parametrisation of previously
published H1 FPS data [11]. Since the sub-leading exchangearly constrained by the data,
values of (%, 3) are taken from a parametrisation of the pion structure fondf71], with
a single free normalisationz. Choosing a different parametrisation for the pion strugtur
function [72] does not affect the results significantly.

In previous publications [4, 11, 12, 14], it has already bshown that fits of this form
provide a good description of the data. This supports theopreertex factorisation hypothesis
whereby ther» andt dependences are decoupled from €reand 3 dependences for each
of the Pomeron and sub-leading contributions. This gloloaictusion can be refined using
the advantage of the improved statistical precision of tesgnt analysis. In the following,
the full range inQ? is divided into six intervals:Q? < 6.5 GeV?, 6.5 < Q? < 12 GeV?,

12 < Q% < 25 GeV?, 25 < Q% < 45 GeV?, 45 < Q% < 90 GeV? andQ? > 90 Ge\~.
For each interval, a free Pomeron intercepty(0)[Q?] is introduced. Thus the factorisation
assumption can be tested differentially(d by allowing for aQ)? dependence of the Pomeron
intercept in the fit procedure. In the minimisation procexdthve error of each data points is
obtained by adding in quadrature the statistical and uetated systematic uncertainties. The
effect of correlated uncertainties is taken into accountdpeating the fit multiple times with
each correlated systematic error shifted by one standaidtten. The kinematic domain of the
fit procedure is defined @&y > 2 GeV andi < 0.8, in order to avoid resonances and potential
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higher-twist effects. This leads t¥5 diffractive structure function values. The fit provides a
good description of the datg{ = 201). The results on the Pomeron intercept are presented in
figure 12. No significanf)? dependence of the Pomeron intercept is observed, whiclosispp
the proton vertex factorisation hypothesis.The averaggeva found to be

ap(0) = 1.113 £ 0.002 (exp.) T5522 (model) , (14)

where the first error is the full experimental uncertaintyddhe second error expresses the
model dependent uncertainty arising dominantly from theat@n of o/, which is strongly
positively correlated withy»(0). As diffractive structure function values are determinegthw

an assumption oan(?’), the influence of neglecting tth(?’) contribution is also included

in the model dependent uncertainty. It gives rise to only alkeffect. This is verified by
repeating the fit procedure under the condition that datatpavithy > 0.45 are excluded
from the minimisation procedure, in order to reduce the impﬂttheFf(?’) contribution. The
number of data points is then reduced! 88 and the results are found to be the same as those
of figure 12 within the statistical precision.

As illustrated in figure 12, the averageg-(0) value obtained in this analysis together with
the absence of @ dependence within the statistical precision of the measen is in very
good agreement with previous determinations in diffractivS [10-12, 14]. It also agrees
within errors with a result obtained in diffractive photopuction [74].

5 Conclusions

A measurement of the reduced inclusive diffractive cromisea,?(?’)(Q2, 3, xp) for the pro-
cessep — e XY with My < 1.6 GeV and|t| < 1 GeV? is presented. New results are obtained
using high statistics data taken from 1999 to 2007 by the Héatier at HERA. These mea-
surements are combined with previous H1 results obtainedyuke same technique for the
selection of large rapidity gap events. The combined dada spore than two orders of magni-
tude inQ? from 3.5 GeV? to 1600 GeV? and cover the range 0017 < 3 < 0.8 for five fixed
values ofz » in the range).0003 < z» < 0.03. In the best measured region 19f > 12 Ge\?,
the statistical and systematic uncertainties are at thed t&vi % and5%, respectively, with an
additional overall normalisation uncertainty 4ffc. By comparing to the proton-tagged cross
section measurements, a contributior26%; of proton dissociation is found to be present in
large rapidity gap data.

The combined H1 diffractive cross section measurementsamgared with predictions
from dipole and DPDF approaches. A reasonable descripfidheodata is achieved by both
models. The predictions of the dipole model, including s&tan, can describe the lo@?
kinematic domain of the measurements better than the prewd DPDF fits.

The ratio of the diffractive to the inclusive cross section is measured as a function,@p?
andzp. At fixed zp the ratio depends only weakly an except at the highestvalues. Proton
PDF and dipole model predictions reproduce the behaviothvefatio. This result implies that
the ratio of quark to gluon distributions is similar in thdfdictive and inclusive process when
considered at the same lavwalue.
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The = dependence 0#9(3)(@2,6, xp) is described using a model motivated by Regge
phenomenology, in which a leading Pomeron and a sub-leadicigange contribute. With the
high statistics of the present analysis, it is possible $o fer a possibl&)? dependence of the
Pomeron intercept with increased sensitivity. The residtsot exhibit any dependence Q3.

An average value of the effective Pomeron intercept ovefuligange in(Q? can thus be ob-
tained, which leads tap(0) = 1.113 £ 0.002 (exp.) 003 (model). This result is compatible
with previous determinations and supports the proton xdeetorisation hypothesis.
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rp Q2 ﬁ leO-7D(3) 5unc 65,1/3 6tot

[GeV?] [%] | [%] | [%]
0.0003| 3.5 0.1700|| 0.02481 | 18.3| 6.5 | 194
0.0003| 3.5 0.2700|| 0.02327 | 44 | 4.7 | 6.4
0.0003| 3.5 0.4300|| 0.03720| 3.9 | 3.9 | 55
0.0003| 3.5 0.6700| 0.04880| 4.2 | 45| 6.1
0.0003| 5.0 0.2700|| 0.03142| 6.1 | 5.2 | 8.0
0.0003| 5.0 0.4300| 0.04465| 46 | 42 | 6.2
0.0003| 5.0 0.6700|| 0.05977 | 4.7 | 4.7 | 6.6
0.0003| 6.5 0.4300|| 0.05005| 6.0 | 51| 7.8
0.0003| 6.5 0.6700|| 0.06865| 54 | 4.8 | 7.2
0.0003| 8.5 0.4300| 0.03764 | 18.1| 6.3 | 19.2
0.0003| 8.5 0.6700|| 0.06919| 6.3 | 5.0 | 8.1
0.0003| 12.0 | 0.6700| 0.06314 | 19 | 50 | 53
0.0010, 3.5 0.0500|| 0.01945 | 15.7| 7.3 | 17.3
0.0010| 3.5 0.0800| 0.02203 | 44 | 5.1 | 6.7
0.0010| 3.5 0.1300|| 0.02087 | 4.2 | 4.2 | 5.9
0.0010| 3.5 0.2000|| 0.02188 | 4.3 | 4.1 | 6.0
0.0010, 3.5 0.3200|| 0.02622 | 41 | 3.9 | 57
0.0010, 3.5 0.5000|| 0.02897 | 6.2 | 3.3 | 7.0
0.0010, 3.5 0.8000| 0.04622 | 7.9 | 46 | 9.1
0.0010| 5.0 0.0800| 0.02777| 6.1 | 43 | 7.4
0.0010| 5.0 0.1300|| 0.02411 | 47 | 43 | 6.4
0.0010, 5.0 0.2000|| 0.02495| 45 | 41 | 6.1
0.0010, 5.0 0.3200|| 0.03026 | 4.3 | 40| 5.9
0.0010, 5.0 0.5000|| 0.03570| 43 | 3.3 | 54
0.0010| 5.0 0.8000| 0.04197| 54 | 54 | 7.6
0.0010| 6.5 0.1300|| 0.02825| 58 | 3.9 | 7.0
0.0010| 6.5 0.2000|| 0.03057 | 5.0 | 41 | 65
0.0010| 6.5 0.3200|| 0.03104 | 5.1 | 3.7 | 6.2
0.0010, 6.5 0.5000|| 0.03740 | 4.7 | 35| 5.9
0.0010| 6.5 0.8000| 0.05006 | 53 | 5.2 | 7.4
0.0010| 8.5 0.1300|] 0.03321| 80 | 49 | 94
0.0010| 8.5 0.2000|| 0.03233 | 52 | 3.8 | 6.4
0.0010, 8.5 0.3200|| 0.03332| 49 | 36 | 6.1
0.0010, 8.5 0.5000|| 0.03871| 53 | 3.7 | 6.4
0.0010, 8.5 0.8000| 0.04488 | 6.1 | 46 | 7.6
0.0010| 12.0 | 0.2000| 0.03227 | 1.8 | 3.3 | 3.8
0.0010| 12.0 | 0.3200|| 0.03650 | 1.9 | 3.2 | 3.7
0.0010| 12.0 | 0.5000| 0.04438 | 2.3 | 3.2 | 3.9
0.0010| 12.0 | 0.8000| 0.05118 | 2.7 | 44 | 5.1
0.0010| 15.0 | 0.2000| 0.04107 | 11.8| 4.5 | 12.6
0.0010| 15.0 | 0.3200|| 0.03840 | 1.8 | 3.2 | 3.6
0.0010| 15.0 | 0.5000| 0.04522 | 2.1 | 3.3 | 3.9
0.0010| 15.0 | 0.8000| 0.04816 | 2.7 | 4.2 | 5.0
0.0010| 20.0 | 0.3200| 0.03892 | 19 | 3.2 | 3.8
0.0010| 20.0 | 0.5000| 0.04528 | 2.1 | 3.2 | 3.9
0.0010| 20.0 | 0.8000| 0.04510| 2.7 | 41 | 4.9

Table 2: The reduced diffractive cross section from comibiH& LRG datar ]paf ®) guoted at
fixed 92, 3 andz p (columns 1-4). The uncorrelated and statistiéal ), correlated systematic
(0sys), and total §;,;) uncertainties are given in columigo 7. All uncertainties are given in
per cent. The overall normalisation uncertainty4é6 is not included. The table continues on
the next pages.
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rp Q2 ﬁ le0-7D(3) 5unc 65,1/3 6tot

[GeV?] [%] | [%] | [%]
0.0010| 25.0 | 0.3200| 0.05186 | 24.0| 4.6 | 244
0.0010| 25.0 | 0.5000| 0.04764 | 2.0 | 3.4 | 4.0
0.0010| 25.0 | 0.8000| 0.04499 | 2.7 | 3.9 | 4.8
0.0010| 35.0 | 0.5000| 0.04718 | 2.6 | 3.6 | 4.4
0.0010| 35.0 | 0.8000| 0.04344 | 3.1 | 40| 51
0.0010| 45.0 | 0.8000| 0.04048 | 3.7 | 45 | 5.8
0.0030| 3.5 0.0170|| 0.01604 | 17.3| 7.1 | 18.6
0.0030| 3.5 0.0270|| 0.01785| 5.0 | 46 | 6.8
0.0030| 3.5 0.0430|| 0.01585| 49 | 3.4 | 6.0
0.0030| 3.5 0.0670|| 0.01758 | 4.8 | 3.6 | 6.0
0.0030| 3.5 0.1100|| 0.01841| 7.3 | 3.3 | 8.0
0.0030| 3.5 0.1700| 0.01678 | 7.7 | 3.3 | 84
0.0030| 3.5 0.2700|| 0.02215| 9.0 | 46 | 10.1
0.0030| 5.0 0.0270|| 0.02143 | 7.0 | 4.7 | 8.4
0.0030| 5.0 0.0430|| 0.02163 | 53 | 3.9 | 6.5
0.0030| 5.0 0.0670|| 0.01994 | 5.1 | 3.5 | 6.2
0.0030| 5.0 0.1100|| 0.01834 | 51 | 34 | 6.1
0.0030| 5.0 0.1700|| 0.02068 | 49 | 35| 6.0
0.0030| 5.0 0.2700|| 0.02472 | 46 | 35| 5.8
0.0030| 5.0 0.4300| 0.02922 | 11.2| 5.6 | 12,5
0.0030| 6.5 0.0430|| 0.02452 | 6.4 | 3.8 | 7.5
0.0030| 6.5 0.0670|| 0.02060 | 59 | 3.4 | 6.8
0.0030| 6.5 0.1100|| 0.02079 | 5.7 | 3.4 | 6.7
0.0030| 6.5 0.1700| 0.01880 | 54 | 3.3 | 6.3
0.0030| 6.5 0.2700| 0.02256 | 5.2 | 3.4 | 6.2
0.0030| 6.5 0.4300|| 0.02785| 5.2 | 3.5 | 6.3
0.0030| 8.5 0.0430|| 0.02783 | 9.2 | 4.2 | 10.1
0.0030| 8.5 0.0670|| 0.02460 | 6.1 | 3.4 | 6.9
0.0030| 8.5 0.1100|| 0.02097 | 59 | 35| 6.8
0.0030| 8.5 0.1700|| 0.02308 | 53 | 3.3 | 6.3
0.0030| 8.5 0.2700| 0.02265| 5.1 | 3.3 | 6.1
0.0030| 8.5 0.4300|| 0.03263 | 49 | 3.3 | 5.9
0.0030| 8.5 0.6700|| 0.04341| 65 | 3.7 | 7.4
0.0030| 12.0 | 0.0670| 0.02712 | 2.3 | 34 | 4.1
0.0030| 12.0 | 0.1100| 0.02698 | 2.2 | 3.3 | 3.9
0.0030| 12.0 | 0.1700| 0.02655| 2.2 | 3.1 | 3.8
0.0030| 12.0 | 0.2700| 0.02751| 2.3 | 3.2 | 4.0
0.0030| 12.0 | 0.4300| 0.03388 | 2.3 | 3.2 | 4.0
0.0030| 12.0 | 0.6700| 0.04193 | 2.6 | 3.3 | 4.2
0.0030| 15.0 | 0.0670| 0.03764 | 14.2| 4.7 | 149
0.0030| 15.0 | 0.1100| 0.02780 | 2.1 | 3.4 | 3.9
0.0030| 15.0 | 0.1700| 0.02732| 2.1 | 3.2 | 3.8
0.0030| 15.0 | 0.2700| 0.02903 | 2.0 | 3.1 | 3.7
0.0030| 15.0 | 0.4300| 0.03449 | 2.2 | 3.1 | 3.8
0.0030| 15.0 | 0.6700| 0.04031| 25 | 3.2 | 4.1
0.0030| 20.0 | 0.1100| 0.02754 | 23 | 3.3 | 4.1

Table 3: The reduced diffractive cross section from comibiH& LRG datar ]paf ®) guoted at

fixed Q?, 5 andz p, continued from table 2.
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rp Q2 ﬁ le0-7D(3) 5unc 65,1/3 6tot

[GeV?] [%] | [%] | [%]
0.0030| 20.0 | 0.1700| 0.02996 | 2.0 | 3.2 | 3.8
0.0030| 20.0 | 0.2700| 0.03194| 19 | 3.0 | 3.6
0.0030| 20.0 | 0.4300| 0.03618 | 2.0 | 3.1 | 3.7
0.0030| 20.0 | 0.6700| 0.03927 | 2.4 | 3.3 | 4.1
0.0030| 25.0 | 0.1100| 0.03645 | 20.2| 5.4 | 20.9
0.0030| 25.0 | 0.1700| 0.03156 | 2.1 | 3.0 | 3.7
0.0030| 25.0 | 0.2700| 0.03205| 19 | 3.0 | 3.6
0.0030| 25.0 | 0.4300| 0.03706 | 2.0 | 3.0 | 3.6
0.0030| 25.0 | 0.6700| 0.03909 | 2.4 | 34 | 4.2
0.0030| 35.0 | 0.1700| 0.03132| 25 | 3.3 | 4.1
0.0030| 35.0 | 0.2700| 0.03330| 2.0 | 29 | 3.6
0.0030| 35.0 | 0.4300| 0.03691 | 2.1 | 3.1 | 3.7
0.0030| 35.0 | 0.6700| 0.03975| 2.5 | 3.7 | 44
0.0030| 45.0 | 0.2700| 0.03306 | 2.4 | 3.0 | 3.9
0.0030| 45.0 | 0.4300| 0.03872| 23 | 3.0 | 3.8
0.0030| 45.0 | 0.6700| 0.03844 | 2.8 | 3.7 | 4.6
0.0030| 60.0 | 0.4300| 0.03776 | 2.7 | 3.1 | 4.1
0.0030| 60.0 | 0.6700| 0.03728 | 3.1 | 3.7 | 4.8
0.0030| 90.0 | 0.6700| 0.03532 | 54 | 44 | 6.9
0.0100| 3.5 0.0050| 0.02678 | 16.0| 6.1 | 17.1
0.0100| 3.5 0.0080| 0.02007 | 6.7 | 43| 7.9
0.0100| 3.5 0.0130|| 0.01938 | 6.8 | 3.9 | 7.9
0.0100, 3.5 0.0200|| 0.01632 | 6.3 | 35| 7.2
0.0100| 3.5 0.0320|| 0.01795| 9.3 | 4.0 | 10.1
0.0100| 3.5 0.0500| 0.01554 | 9.8 | 3.7 | 10.5
0.0100| 3.5 0.0800| 0.01729 | 11.0| 4.4 | 11.8
0.0100| 5.0 0.0080| 0.02647 | 7.5 | 4.8 | 8.9
0.0100| 5.0 0.0130|| 0.02361 | 6.7 | 40| 7.8
0.0100| 5.0 0.0200|| 0.02137 | 6.4 | 3.6 | 7.4
0.0100f 5.0 0.0320|| 0.02000| 6.3 | 35| 7.2
0.0100f 5.0 0.0500| 0.01922 | 6.3 | 35| 7.2
0.0100| 5.0 0.0800| 0.01657| 6.9 | 3.9 | 8.0
0.0100| 6.5 0.0130|| 0.02516 | 7.2 | 3.8 | 8.1
0.0100| 6.5 0.0200|| 0.02356 | 6.9 | 3.3 | 7.7
0.0100| 6.5 0.0320|| 0.02270 | 6.4 | 3.3 | 7.2
0.0100| 6.5 0.0500| 0.02205| 6.8 | 35| 7.6
0.0100| 6.5 0.0800| 0.01938 | 59 | 3.6 | 6.9
0.0100| 6.5 0.1300|| 0.01757 | 6.7 | 3.4 | 75
0.0100, 8.5 0.0130|| 0.03654 | 9.2 | 4.0 | 10.0
0.0100| 8.5 0.0200|| 0.03174| 6.2 | 3.8 | 7.3
0.0100| 8.5 0.0320|| 0.03085| 58 | 3.4 | 6.7
0.0100| 8.5 0.0500| 0.02431| 6.1 | 3.2 | 6.9
0.0100| 8.5 0.0800| 0.02142| 59 | 3.5 | 6.8
0.0100| 8.5 0.1300|| 0.01919| 6.1 | 36 | 7.1
0.0100| 8.5 0.2000| 0.01961| 7.2 | 3.3 | 7.9
0.0100| 12.0 | 0.0200| 0.03014 | 39 | 3.3 | 51

Table 4: The reduced diffractive cross section from comibiH& LRG datax ]paf ®) guoted at

fixed Q?, 5 andz p, continued from table 2.
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rp Q2 ﬁ le0-7D(3) 5unc 65,1/3 6tot

[GeV?] [%] | [%] | [%]
0.0100| 12.0 | 0.0320| 0.02966 | 3.8 | 3.2 | 5.0
0.0100| 12.0 | 0.0500| 0.02732 | 3.7 | 3.2 | 4.9
0.0100| 12.0 | 0.0800| 0.02545| 3.6 | 3.2 | 4.8
0.0100| 12.0 | 0.1300| 0.02165| 3.8 | 3.2 | 4.9
0.0100| 12.0 | 0.2000|| 0.02283 | 4.2 | 3.1 | 5.2
0.0100| 12.0 | 0.3200| 0.02420| 5.1 | 3.1 | 6.0
0.0100| 15.0 | 0.0200| 0.03639 | 14.5| 5.8 | 15.6
0.0100| 15.0 | 0.0320| 0.03226 | 3.2 | 3.4 | 4.7
0.0100| 15.0 | 0.0500| 0.03067 | 3.1 | 3.3 | 4.6
0.0100| 15.0 | 0.0800| 0.02573 | 3.2 | 3.3 | 4.6
0.0100| 15.0 | 0.1300| 0.02381| 3.0 | 3.3 | 45
0.0100| 15.0 | 0.2000| 0.02299 | 3.0 | 3.3 | 4.5
0.0100| 15.0 | 0.3200| 0.02456 | 3.3 | 3.1 | 45
0.0100| 20.0 | 0.0320|| 0.03445| 4.0 | 3.3 | 5.2
0.0100| 20.0 | 0.0500| 0.03209 | 3.3 | 3.4 | 458
0.0100| 20.0 | 0.0800| 0.02971| 3.5 | 3.3 | 4.8
0.0100| 20.0 | 0.1300| 0.02658 | 3.1 | 3.2 | 45
0.0100| 20.0 | 0.2000| 0.02542 | 3.4 | 3.2 | 4.7
0.0100| 20.0 | 0.3200| 0.02663 | 3.1 | 3.2 | 44
0.0100| 20.0 | 0.5000| 0.02870| 3.7 | 3.2 | 4.8
0.0100| 25.0 | 0.0320|| 0.03306 | 19.8 | 6.4 | 20.8
0.0100| 25.0 | 0.0500| 0.03307 | 3.2 | 3.5 | 4.8
0.0100| 25.0 | 0.0800| 0.03202 | 3.2 | 3.4 | 4.7
0.0100| 25.0 | 0.1300| 0.02889 | 3.2 | 3.4 | 4.6
0.0100| 25.0 | 0.2000| 0.02686 | 3.0 | 3.3 | 45
0.0100| 25.0 | 0.3200| 0.02769 | 3.1 | 3.4 | 46
0.0100| 25.0 | 0.5000| 0.03028 | 3.4 | 3.3 | 4.7
0.0100| 25.0 | 0.8000| 0.02928 | 7.0 | 3.8 | 7.9
0.0100| 35.0 | 0.0500| 0.03551| 4.1 | 3.5 | 5.3
0.0100| 35.0 | 0.0800| 0.03243 | 3.8 | 3.3 | 5.0
0.0100| 35.0 | 0.1300| 0.03161| 3.2 | 3.3 | 4.6
0.0100| 35.0 | 0.2000| 0.02963 | 3.3 | 3.1 | 45
0.0100| 35.0 | 0.3200| 0.02729 | 3.2 | 3.7 | 4.9
0.0100| 35.0 | 0.5000| 0.03171| 35 | 3.1 | 47
0.0100| 35.0 | 0.8000| 0.02840| 4.3 | 3.5 | 55
0.0100| 45.0 | 0.0800| 0.03368 | 4.1 | 3.3 | 53
0.0100| 45.0 | 0.1300| 0.03212 | 3.4 | 3.2 | 46
0.0100| 45.0 | 0.2000| 0.02994 | 3.4 | 3.2 | 4.7
0.0100| 45.0 | 0.3200| 0.02910| 3.3 | 3.5 | 4.8
0.0100| 45.0 | 0.5000| 0.03255| 3.7 | 3.0 | 4.8
0.0100| 45.0 | 0.8000| 0.02606 | 45 | 3.5 | 57
0.0100| 60.0 | 0.1300| 0.03316 | 4.1 | 3.1 | 5.2
0.0100| 60.0 | 0.2000|| 0.03013 | 3.3 | 3.3 | 4.7
0.0100| 60.0 | 0.3200| 0.03138 | 3.4 | 3.1 | 46
0.0100| 60.0 | 0.5000| 0.03225| 3.6 | 3.7 | 5.2
0.0100| 60.0 | 0.8000| 0.02516 | 4.0 | 3.7 | 5.4

Table 5: The reduced diffractive cross section from comibiH& LRG datar ]paf ®) guoted at

fixed Q?, 5 andz p, continued from table 2.
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zp Q2 ﬁ legf)(d) 6unc 65,1/3 6t0t

[GeV?] [%] | [%] | [%]
0.0100| 90.0 | 0.2000| 0.03061| 5.0 | 3.5 | 6.2
0.0100| 90.0 | 0.3200| 0.03095| 4.3 | 3.1 | 5.2
0.0100| 90.0 | 0.5000| 0.03039| 3.8 | 3.3 | 51
0.0100| 90.0 | 0.8000| 0.02396| 43 | 3.6 | 5.7
0.0100| 200.0 | 0.3200| 0.03210| 6.8 | 85 | 10.9
0.0100| 200.0 | 0.5000| 0.03150| 6.4 | 8.8 | 10.9
0.0100| 200.0 | 0.8000| 0.02110| 8.7 | 8.0 | 11.8
0.0100| 400.0 | 0.8000| 0.01960| 13.8| 9.6 | 16.7
0.0300| 3.5 0.0017| 0.01919| 29.3| 8.7 | 30.6
0.0300| 3.5 0.0027| 0.02575| 18.0| 8.6 | 19.9
0.0300| 3.5 0.0043|| 0.02418 | 17.0| 7.8 | 18.7
0.0300| 3.5 0.0067 | 0.02030 | 16.9| 6.9 | 18.2
0.0300| 3.5 0.0110|| 0.01811 | 17.6| 6.8 | 18.9
0.0300| 5.0 0.0027| 0.03776 | 21.1| 14.3| 25.5
0.0300| 5.0 0.0043 | 0.03206 | 17.8| 6.3 | 18.9
0.0300| 5.0 0.0067| 0.02984 | 16.2| 7.1 | 17.7
0.0300| 5.0 0.0110|| 0.02269 | 17.7| 6.4 | 18.9
0.0300| 5.0 0.0170|| 0.02157 | 16.7| 7.3 | 18.2
0.0300| 6.5 0.0027 | 0.04277 | 34.1| 8.7 | 35.2
0.0300| 6.5 0.0043 | 0.02261 | 184 | 7.9 | 20.1
0.0300| 6.5 0.0067| 0.02536 | 17.3| 7.0 | 18.6
0.0300| 6.5 0.0110|| 0.02534 | 17.4| 7.0 | 18.7
0.0300| 6.5 0.0170|| 0.02571 | 17.0| 5.5 | 17.9
0.0300| 6.5 0.0270|| 0.02512 | 16.3| 6.6 | 17.6
0.0300| 6.5 0.0430|| 0.02256 | 16.8| 6.1 | 17.9
0.0300| 8.5 0.0043 || 0.03435| 23.1| 8.8 | 24.7
0.0300| 8.5 0.0067 | 0.02474 | 18.6| 5.1 | 19.3
0.0300| 8.5 0.0110|| 0.03042 | 16.1| 5.7 | 171
0.0300| 8.5 0.0170|| 0.02617 | 15.8| 6.3 | 17.0
0.0300| 8.5 0.0270| 0.02631 | 15.3| 6.4 | 16.6
0.0300| 8.5 0.0430|| 0.02782 | 17.1| 6.1 | 18.1
0.0300| 12.0 | 0.0067| 0.03331| 22.0| 5.8 | 22.7
0.0300| 12.0 | 0.0110| 0.03641 | 16.7| 49 | 17.4
0.0300| 12.0 | 0.0170| 0.03224 | 16.3| 6.7 | 17.6
0.0300| 12.0 | 0.0270| 0.03637 | 16.1| 6.5 | 17.4
0.0300| 12.0 | 0.0430| 0.02906 | 17.5| 55 | 184
0.0300| 12.0 | 0.0670| 0.02413 | 17.6| 5.2 | 18.3
0.0300| 15.0 | 0.0067| 0.04792| 19.4| 6.4 | 20.4
0.0300| 15.0 | 0.0110| 0.03531| 13.7| 6.6 | 15.2
0.0300| 15.0 | 0.0170| 0.03527 | 12.6| 6.4 | 14.1
0.0300| 15.0 | 0.0270| 0.03085 | 13.3| 5.9 | 145
0.0300| 15.0 | 0.0430| 0.02592 | 13.4| 7.1 | 15.2
0.0300| 15.0 | 0.0670| 0.02366 | 13.3 | 5.9 | 145
0.0300| 15.0 | 0.1100| 0.02278 | 13.7| 6.4 | 15.2
0.0300| 20.0 | 0.0110| 0.03178| 156| 7.2 | 17.2
0.0300| 20.0 | 0.0170| 0.03851 | 14.0| 6.2 | 154

Table 6: The reduced diffractive cross section from comibiH& LRG datar ]paf ®) guoted at

fixed Q?, 5 andz p, continued from table 2.
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Zp Q2 ﬁ legvP(d) 6unc 65,1/3 6t0t
[GeV?] [%] | [%] | [%]
0.0300| 20.0 | 0.0270| 0.03118 | 129| 55 | 141
0.0300| 20.0 | 0.0430| 0.02917 | 129| 5.5 | 14.0
0.0300| 20.0 | 0.0670| 0.02773 | 13.0| 55 | 141
0.0300| 20.0 | 0.1100| 0.02288 | 13.5| 5.8 | 14.7
0.0300| 25.0 | 0.0110| 0.03729 | 28.0| 7.4 | 29.0
0.0300| 25.0 | 0.0170|| 0.03875| 14.3| 6.3 | 15.6
0.0300| 25.0 | 0.0270| 0.03755| 13.1| 5.6 | 14.3
0.0300| 25.0 | 0.0430| 0.02978 | 13.1| 4.7 | 14.0
0.0300| 25.0 | 0.0670| 0.02655| 13.8| 6.6 | 15.3
0.0300| 25.0 | 0.1100| 0.02491| 13.1| 6.4 | 145
0.0300| 25.0 | 0.1700| 0.02562 | 13.3| 6.4 | 14.7
0.0300| 35.0 | 0.0170| 0.05337 | 18.9| 6.1 | 19.9
0.0300| 35.0 | 0.0270|| 0.04213 | 13.8| 5.0 | 14.6
0.0300| 35.0 | 0.0430| 0.04063 | 14.0| 4.6 | 14.7
0.0300| 35.0 | 0.0670| 0.03063 | 13.6| 6.0 | 14.8
0.0300| 35.0 | 0.1100| 0.02992 | 13.4| 6.3 | 14.8
0.0300| 35.0 | 0.1700| 0.02493 | 13.8| 6.2 | 151
0.0300| 35.0 | 0.2700| 0.02840 | 13.5| 6.6 | 15.1
0.0300| 45.0 | 0.0270|| 0.05064 | 17.0| 49 | 17.6
0.0300| 45.0 | 0.0430| 0.04048 | 14.3| 4.4 | 15.0
0.0300| 45.0 | 0.0670| 0.03804 | 154 | 6.1 | 16.5
0.0300| 45.0 | 0.1100| 0.02427 | 146| 6.6 | 16.0
0.0300| 45.0 | 0.1700| 0.02521 | 14.2| 7.1 | 15.9
0.0300| 45.0 | 0.2700|| 0.02092 | 144 | 6.5 | 15.8
0.0300| 60.0 | 0.0430| 0.03900| 17.7| 5.7 | 18.6
0.0300| 60.0 | 0.0670| 0.03913 | 14.7| 5.2 | 15.6
0.0300| 60.0 | 0.1100| 0.02613 | 14.6| 5.5 | 15.6
0.0300| 60.0 | 0.1700| 0.02548 | 14.3| 8.2 | 16.5
0.0300| 60.0 | 0.2700|| 0.02165| 18.2| 85 | 20.1
0.0300| 60.0 | 0.4300| 0.02698 | 14.7 | 8.7 | 171
0.0300| 90.0 | 0.0670| 0.03286 | 39.0| 6.9 | 39.6
0.0300| 90.0 | 0.1100| 0.03379| 18.5| 45 | 19.1
0.0300| 90.0 | 0.1700| 0.03622 | 15.6| 6.0 | 16.7
0.0300| 90.0 | 0.2700| 0.02668 | 15.4| 55 | 16.4
0.0300| 90.0 | 0.4300| 0.03214 | 16.1| 5.7 | 171
0.0300| 90.0 | 0.6700| 0.02818 | 245| 7.9 | 25.8
0.0300| 200.0 | 0.1100| 0.03610| 12.5| 9.8 | 15.9
0.0300| 200.0 | 0.1700|| 0.03310| 12.1| 95 | 154
0.0300| 200.0 | 0.2700| 0.02830 | 12.3| 8.4 | 14.9
0.0300| 200.0 | 0.4300| 0.03090 | 12.4| 8.2 | 14.9
0.0300| 200.0 | 0.6700| 0.02970| 13.2| 10.1| 16.6
0.0300| 400.0 | 0.2700| 0.03220 | 13.5| 9.9 | 16.7
0.0300| 400.0 | 0.4300| 0.02930| 13.1| 8.2 | 154
0.0300| 400.0 | 0.6700| 0.02890 | 13.7 | 10.2 | 17.0
0.0300| 800.0 | 0.4300| 0.03910| 17.2| 10.3| 20.1
0.0300| 800.0 | 0.6700| 0.02280 | 18.3 | 11.6 | 21.6
0.0300| 1600.0 | 0.6700| 0.02140 | 30.0| 12.8| 32.6

Table 7: The reduced diffractive cross section from comibiH& LRG datar po
fixed Q?, 5 andz p, continued from table 2.
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Figure 2: Distribution of pullg for all data samples. There are no entries outside the hetog
range. The RMS gives the root mean square of the distribwiadculated ag?. The curve
shows the result of a binned log-likelihood Gaussian fit edistribution.
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Figure 3: The3 dependence of the reduced diffractive cross section, ptield by x », at a fixed
value ofxp = 0.0003, resulting from the combination of all data samples. Pnesippublished
H1 measurements [10] are also displayed as open points.nfike and outer error bars on the
data points represent the statistical and total unceraintespectively. Overall normalisation
uncertainties oft% and6.2% on the combined and previous data, respectively, are netrsho
Predictions from the H2006 DPDF Fit B [10] are represented by a curve in kinematic regjion
used to determine the DPDFs and by a dashed line in regiorchwi@re excluded from the fit
(see section 4.3).
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Figure 4: The3 dependence of the reduced diffractive cross section, ptielti by -, at a fixed
value ofzp = 0.001, resulting from the combination of all data samples. Dstaik explained
in the caption of figure 3.
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Figure 5: The3 dependence of the reduced diffractive cross section, ptielti by -, at a fixed
value ofxp = 0.003, resulting from the combination of all data samples. Detaik explained
in the caption of figure 3.
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Figure 6: The3 dependence of the reduced diffractive cross section, ptielti by z -, at a fixed
value ofzp = 0.01, resulting from the combination of all data samples. Dstaike explained
in the caption of figure 3.
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Figure 7: TheQ? dependence of the reduced diffractive cross section, plielti by =, at
different fixed values o = 0.0003 (a),0.001 (b), 0.003 (c) and0.01 (d), resulting from the

combination of all data samples. The reduced cross sectilues are multiplied by a scaling
factor, 4! for z = 0.0003 and3' for zp = 0.003, 0.001 and0.01, with [ values as indicated
in parentheses. Previously published H1 measurementafé@Iso displayed as open points.

The measurements are displaced horizontally for bettdilig. More details are explained in
the caption of figure 3.
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Figure 9: The reduced diffractive cross section from coratlitil LRG data, multiplied by
xp, at two fixed values of = 0.01 (a) and0.03 (b). The reduced cross section values are
multiplied by a scaling factos!, with [ values as indicated in parentheses. The LRG data are
compared with the H1 FPS results [12] interpolated to the LR@)? andz» values using

a parametrisation of the H1006 DPDF Fit B [10]. The FPS data are multiplied by a factor
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FPS data, respectively, are not shown. The measuremendssptaced horizontally for better
visibility. More details are explained in the caption of fig\8.
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Figure 10: The)? dependence of the reduced diffractive cross section frambaiwed H1 data,
multiplied by z p, at different fixed values of p= 0.0003 (a),0.001 (b), 0.003 (c) and0.01 (d).
The present data are compared with the results of the ZEU&l@&wohtion [14], corrected to
My < 1.6 GeV (see text). Th&8% overall uncertainty on this correction for ZEUS data is not
shown. The overall normalisation uncertaintiestof and2.25% for the H1 and ZEUS data,
respectively, are also not shown. Predictions from the2b(l6 DPDF Fit B [10] and dipole
model [16] are displayed. More details are explained in tq&ions of figures 3 and 7.
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Figure 11: The ratio of the diffractive to the inclusive reéd cross section, multiplied by
(1 — B)zp. The inner and outer error bars on the data points reprelerdtatistical and total
uncertainties, respectively. The overall normalisatiorcartainty of4% is not shown. The

curves are explained in the captions of figures 3 and 10.

34



12 ————r —————

—~
% i ®  H1LRG (M,<16 GeV) (exp.+model) 1
S 118k GEIES H1LRG 1997 (M(<1.6 GeV) (exp.+model) ]
I H1 FPS HERA-II (exp.+model) ]
116 ZEUS LRG+LPS (exp.+model) ]
1.14 —
1.12 -
1.1¢ -
1.08 -
1.06 - | | —

2
10 10 2 >

Q" [GeV’]

Figure 12: Pomeron intercept values obtained from Regg@fidiferent Q2 bins, as defined
in the text (dots). The inner error bars represent the sidisand systematic errors added in
guadrature and the outer error bars include model uncéeaim addition (see text for details).
Previous determinations of the Pomeron intercept [10-4 &tk also displayed for comparison.
For these previous results the bands or boxes representthbkiration of experimental and
model uncertainties, always dominated by the model error.
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