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Abstract

The cross section of the diffractive processp — e Xp is measured at a centre-of-
mass energy df18 GeV, where the systet contains at least two jets and the leading final
state protomn is detected in the H1 Very Forward Proton Spectrometer. The measurement is
performed in photoproduction with photon virtualiti€® < 2 GeV? and in deep-inelastic
scattering with4 GeV? < Q? < 80GeV2. The results are compared to next-to-leading
order QCD calculations based on diffractive parton distribution functisextracted from
measurements of inclusive cross sections in diffractive deep-inelaatiesng.
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1 Introduction

Diffractive processes;p — e XY, where the system& andY are separated in rapidity, have
been studied extensively at the electron-proton collideRIA. In diffractive processes the in-
teracting hadrons remain intact or dissociate into low nfresfonic systems via an exchange
which has vacuum quantum numbers, often referred to as anponi#’). Experimentally,
diffractive events may be selected either by the presenadarfe rapidity gap (LRG) in the ra-
pidity distribution of the outgoing hadrons or by detectalgading proton in the final state. The
H1 experiment was equipped with two dedicated detectoesFtrward Proton Spectrometer
(FPS) [1] and the Very Forward Proton Spectrometer (VFPB)[2etect the leading protons.

In the framework of the collinear factorisation theorem {Bffractive parton distribution
functions (DPDFs) may be defined. The factorisation thegoesdicts that the cross section
can be expressed as the convolution of non-perturbativeA3RIDd partonic cross sections of
the hard sub-process, calculable within perturbative QuanChromodynamics (QCD). The
DPDFs have properties similar to the parton distributionctions of the proton, but with the
constraint of a leading proton or its low mass excitationadp@resent in the final state.

DPDFs were obtained at HERA from inclusive diffractive deeglastic scattering (DDIS)
data [4, 5]. Given the DPDFs, perturbative QCD calculatioresexpected to be applicable
to other processes such as jet and heavy quark productioDI8 Bt HERA [6-11]. Indeed,
next-to-leading order (NLO) QCD predictions using DPDFsctiée these measurements well.

In diffractive hadron-hadron interactions however, thedarction of jets is found to be
suppressed by about one order of magnitude [12, 13], as aechpa predictions based on
HERA DPDFs. This "factorisation breaking” may be explaired. by soft interactions or
multi-pomeron exchanges between the hadrons and/or tesngtphenomena which destroy
the diffractive event signature [14-16].

The issues of DPDF applicability and factorisation bregkoan also be studied in hard
diffractive photoproduction~(p), where the virtuality of the exchanged phot6A is close to
zero. In the photoproduction regime, within the leadingesr@pproach, the small photon virtu-
ality allows for partonic fluctuations — ¢g that last long enough to interact with the partons in
the proton. In this regime the photon can be treated as a-ge@diarget and therefore exhibits
hadronic structure.

Diffractive photoproduction of dijets iap collisions at HERA have been measured by H1
[17, 18] and ZEUS [19]. In each of these measurements difl@@vents are selected by
requiring a large rapidity gap. Different ratios of data bhe tNLO QCD prediction have been
reported by H1 and ZEUS: while H1 reported their data to bepsegsed by a factor o6 with
respect to the NLO QCD predictions [17, 18], the ZEUS data angpatible with the theoretical
expectations [20]. Various mechanisms of suppressingadgiif/e dijet photoproduction have
been proposed [21, 22].

Enhanced sensitivity to the differences between theorydata may be achieved by calcu-
lating the double ratio of the ratio of data to predictiongitfractive dijet photoproduction to
the corresponding ratio in DDIS [18]. In this way several exmental systematic uncertainties
cancel and theoretical uncertainties can be reduced.
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In the present paper new measurements of diffractive digetscsections in DIS and photo-
production are presented. The data were collected in thes 666 and2007 with a total in-
tegrated luminosity 080 pb~" for diffractive photoproduction ans0 pb™ for diffractive DIS.
For the identification of diffractive events a proton degetin the VFPS is required. The results
are compared to NLO QCD calculations.

2 Kinematics

Figures 1 (a) and (b) show leading order diagrams of diredtrasolved diffractive dijet pro-
duction inep interactions. The relative contributions of these two comgnts depend on the
virtuality of the exchanged photon such that at high viiitied the direct process is dominating.
The incoming (scattered) positron four-momentum is deshass: (£’), the four-momentum of
the virtual photon emitted from the positron@s- £ —k’. The four-momentum of the incoming
(outgoing) proton isP (P’). The kinematics of thep scattering process can be described by

_P-q

s=(k+PP,  Q@=-¢, y=p .

(1)
wheres is the square of the centre-of-mass energy of the colligi@nis the photon virtuality
andy the inelasticity of the process. WitAy being the four-momentum of the hadronic final
state excluding the leading proton (see figure 1), the inahdiffractive kinematics is described
by the additional variables

¢ (P—P)

M2 = p? Tp =
X X P q'P )

t=(P-P), 2)
where My is the invariant mass of systeM, x corresponds to the longitudinal momentum
fraction lost by the incoming proton ands the four-momentum transfer squared at the proton
vertex.

For diffractive dijet production additional invariantseaintroduced. With denoting the four-
momenta entering the hard sub-process from the photon antdtfie pomeron side asand
v, the longitudinal fractions of the photon and of the pomenmommentum entering the hard
sub-processy, andzp, are defined as

_P-u

= P—q and zZp = L (3)

g (P=PY

Loy

respectively.

In leading order, the invariant mass of the dijet systef3 is equal to the centre-of-mass
energy of the hard sub-process
MZ, = (u+v)2 (4)
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Figure 1: Leading order diagrams of the direct a) and resbbjaliffractive dijet production.
3 Factorisation in Diffractive Dijet Production

In the QCD factorisation approach the diffractive dijet @ssction is given by the convolution
of partonic cross sectionkr with diffractive parton distributionsfjfp:

da(epﬁe+2jets+X’+p):Z/dt/dxjp/dzlp

da‘ei—>2jets('§a,u§%a,u%‘) X fz?p(zlpa,u%‘wrﬂ%t)' (5)

Here, the hadronic systeii’ corresponds to what remains of the syst&nafter removing the
two jets. The integrals extend over the accepted phase .spaeesum runs over all partorns
contributing to the cross sectioh~ zpzpys — Q? is the sub-process invariant energy squared
andur andu g denote the factorisation and renormalisation scalesectsgely.

In the photoproduction region the exchanged photon maydiate into a low mass non-
perturbative hadronic system due to its low virtuality (figib) and a photon parton distribution
function (yPDF) is introduced. The cross section for this resolved @inptrocess is given by

da(ep—>e—|—2jets—|—X’+p):Z/dt/dxﬂa/dzlp
2]

/dy fw/e(?/) /dx’Y fj/’Y(x’WM%?) X da’inQJetS(g?ﬂ?%?ﬂ%’) X i?p(zll’7ﬂ%’7xﬂ37t>7 (6)

wheref, /. is the Weiz&cker-Williams equivalent photon flux [23, 24] integratedothe mea-
sured@? range andf;,, are the parton distribution functions in the photonRDF). In this
case, the centre-of-mass energy of the hard subprocesgrisxapated bys ~ z.,zpzpys. As
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default, the GRV [25}y-PDFs are used to describe the structure of resolved phoidresAFG
[26] v-PDF set is also studied.

For the diffractive proton parton densities, the H12006B-IDPDF set [4] is used. This
parametrisation was obtained from a QCD fit in NLO accuracynttusive DDIS data. In this
fit a proton vertex factorisation [27] is assumed in which ihe and¢ dependencies of the
DPDFs factorise from the dependenciesgnandzp such that

I G e xp t) = fep(ap.t) fyp(zp, 1) + nr frp(ze,t) fiyr(ze, py).  (7)

The pomeron flux factofp,,(zp,t) was parametrised in [4] as suggested by Regge models
[28]. Forxp > 0.01 a small additional contribution from sub-leading reggeft) €xchange
described by the second term in (7) was taken into accourgtewty;, ~ 102 is the normalisa-
tion factor of the reggeon contribution [4].

4 NLO QCD Calculations

Theoretical calculations of dijet production in next-eatling order were performed in the
regime using the the FKS program [29] and in DIS using NLOJET30, 31]. Both programs
were adapted [18] for hard diffraction. The NLO calculasdar photoproduction are consistent
with calculations performed by Klasen and Kramer [32—34mitarly, the DDIS predictions
were checked using the independent package DISENT NLO [35].

The NLO calculations are performed with the number of flagdixed to 5 and the QCD
scale parameter set tb; = 0.228 GeV, corresponding to a 2-loopg (M) of 0.118. The
renormalisation and factorisation scales are set to bel emaaare calculated from the average
jet transverse energyF*") = (EJ*" 4+ E3°%)/2 and the momentum transfé)? as 3 =
py = (E3°? 4 Q% For photoproduction()? is set to zero. The sensitivity of the NLO
predictions to the scale choice is studied by varying théesga and down by a factor of two.
An alternative definition of the scaje?, = 1% = (E3")? + Q?/4, based on the leading jet

transverse energ;*"', is also studied.

5 Experimental Procedure

5.1 TheH1 Detector

A detailed description of the H1 detector can be found elsze/i36-38]. Here only the de-
tector components most relevant to the present analysisrea#y described. A right-handed
coordinate system is employed with the origin at the nomipahteraction point and with the
positive z-axis pointing in the proton beam direction. Thexis is pointing along the horizon-
tal direction to the centre of the HERA ring. The pseudordpig = — In tang is calculated
using the polar anglé measured with respect to the proton beam direction.

The interaction point is surrounded by the central trackiagector (CTD), which consists of
a set of concentric drift chambers supplemented by sili@rators [39] located inside the drift
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chambers. Charged particle trajectories are bent hy@&aT homogeneous solenoidal magnetic
field. The region in pseudorapidity covered by the CTD-8.0 < 1 < 2.0 and the trans-
verse momentum resolutiondspr)/pr ~ 0.002 pr/GeV & 0.015. A multi-wire proportional
chamber at inner radii (CIP) is mainly used for triggering][40he forward tracking detector
supplements the CTD track reconstructions in the re@for 6 < 25°.

Scattered positrons in the rapidity range < n < —1.4 are measured in a lead / scintillating-
fibre calorimeter, the SpaCal [38], with energy resolutiét/ /£ /GeV & 1%.

The central and forward tracking detectors are surrounded finely segmented Liquid
Argon (LAr) calorimeter [41] situated inside the solendideagnet and covering the pseudo-
rapidity region—1.5 < n < 3.4. Its resolution was measured in test beams [42, 43] and is
11%/+/E/GeV & 1% and50%/+/ E/GeV & 2% for electromagnetic and hadronic showers,
respectively. The hadronic energy scale is known withinfor this analysis [44].

The ep luminosity is determined online by measuring the event ddtthe Bethe-Heitler
bremsstrahlung processy — ep~y, where the photon is detected in a calorimeter located close
to the beam pipe at = —103m [36]. The overall integrated luminosity normalisation is
determined using a precision measurement of the QED Comptaegs [45].

5.2 Very Forward Proton Spectrometer

The Very Forward Proton Spectrometer (VFPS) consists ofR@man pots locatell 8 m and
222 m from the interaction point in the forward direction. It@Ns for a measurement of protons
with energies betweegd5 and912 GeV (0.008 < zp < 0.028) and with transverse momenta
up to aboud.8 GeV (t| < 0.6 GeV?) [2].

The VFPS complements the Forward Proton Spectrometer (APS)he FPS has a wider
acceptance in scattered proton energy « 0.1) but has only limited geometrical acceptance
in the azimuthal angle of the scattered proton (figure 2).drigular at smallt| < 0.2 GeV?,
the VFPS acceptance is much better than for the FPS. Morertiarmf the diffractive events
have|t| smaller thar).2 GeV?,

The Roman pots, which are moved close to the beam as soon bedheconditions are
sufficiently stable, are equipped with detectors made afrsdlayers of scintillating fibers with
photomultiplier readout. The sensitive detector areasawvered by scintillator tiles, the signals
of which are used as a trigger. The VFPS has high track effigién 96%) and low background
contamination{ 1%).

5.3 Kinematic Reconstruction

The observable j is reconstructed by the VFPS from the relative distance aigteabetween
the track reconstructed between the two stations and the bed can be expressed as
El
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Figure 2. Beam envelope [2] as a function of the distantethe H1 vertex in the projection,
for the p beam and diffractive protons atp = 0.02 and || = 0.01,0.1 and0.5 GeV2. The
locations of FPS/VFPS stations are indicated by the veitioss.

where £ is the energy of the leading proton in the VFPS dfjds the proton beam energy.

The quality of the reconstruction of "> was checked using an event sample of elasti-
cally produced» mesonsep — epp. Thea', variable reconstructed from thedecay tracks
detected in the CTD is compared 1¢F*> determined by the VFPS stations. The resulting
xY¥PS — 2, distributions are found to be in good agreement with MontddCsimulations [46].
The resolution of: Y5 was determined to be equal @022 [2].

The invariant mas8/x of the systemX is calculated from all hadronic objects in the main

H1 detector: ) )
M= (EE) . (Zé) | ©

€X i€X
The hadronic final state (HFS) is reconstructed using arggrikaw algorithm which combines
information from the trackers and calorimeters by avoiditayble-counting of energies [47,
48].

Jets are reconstructed from the hadronic final state objsatg the longitudinally invariant
kr-jet algorithm [49] with a jet distance parametBr = 1.0 as implemented in the FastJet
package [50]. The masslegs-recombination scheme is used. The jet finding algorithm is
applied in they*p frame. In photoproduction this frame is identical to thedediory frame up
to a Lorentz boost along the beam axis.



The jet properties are studied in terms of the transverseggrad the leading jeTE:*,ijetl in

the~*p frame, of the invariant mass of the dijet systé#i, and of the pseudorapidity variables
|ArPe®| and (r)***) defined in the laboratory frame, where

MZ o= (JW 4 @) (10)

’Anjets‘ — ‘njetl o njet2‘ , (11)
. 1, . .

<njets> — 5 (njetl + nJetQ) ] (12)

In these definitions/™ and.J® denote the four-momenta of the two leading jets.

531 DIS

For DIS events the polar angt and energyr’ of the scattered positron are measured in the
SpaCal calorimeter. The kinematic reconstruction methtddluced in [51] is used

_4E2(1—vy)

2 9
2

Yy=ypa+y.:—yps Q@ (13)

tan

This method interpolates between determined from the scattered positron alone at larger
inelasticity andyp 4 determined using the double angle method atdow

The variablez$ is calculated as

obs __ Q2 + M122

=X 1 14

5.3.2 Photoproduction

In the yp regime the scattered positron leaves the interaction ected. Therefore the inelas-
ticity y is reconstructed from the hadronic final state

> iex(Bi— P.y)
X 5F , (15)

y:

whereF, is the initial positron beam energy.
The observables?” and:¢* are calculated from the hadronic final stafeas
I‘Obs _ Ziejets(Ei - Pzﬂ) and ZObS _ Ziejets(Ei + PZ,Z)
T Yiex(Bi — Py P Yiex(Bi+ Py)

where the sums in the numerators run over the leading andiblieeading jet, whereas the sums
in the denominators include all objects of the reconstdibidronic final state.

(16)




5.4 Event Selection

The analysis is based on a data sample corresponding toegmated luminosity 080 pb~* for
photoproduction and0 pb™* for DIS collected with the H1 detector in the yeaf$)6 and2007
with proton and positron beam energie®06 GeV and27.6 GeV, respectively. The events are
triggered on the basis of a coincidence of VFPS signals froth stations, together with condi-
tions on the charged track transverse momenta and traclompm the H1 main detector [52].
The trigger efficiency, calculated using events collect&ti an independent trigger condition,
was found to be abo@)% with negligible dependence on kinematic quantities. Tfisiency

is well reproduced by the H1 trigger simulation after cotieg for an overall normalisation
difference of5%. For the DIS analysis the integrated luminosity is increlasging the fact that
for most of the DIS events also another trigger based on sgnahe SpaCal has fired. Only
events with a VFPS track in a fiducial volume of high efficieraeg selected [2]. The recon-
structedz-coordinate of the event vertex is required to be witircm of the mean-position
of the interaction point.

The random overlap afp events with beam-halo protons detected in the VFPS canieonst
tute a possible background to the VFPS diffractive data $anhp such background events the
detected proton typically has a small energy loss, not caitripavith the energy loss expected
from the energy deposited in the main H1 detector. The weanergy loss of the proton de-
tected in VFPSz XS, is thus required to be at lea&t% of =L measured in the H1 detector
2yFPS /21 > 0.6. In addition,z!l} is required to be smaller thah04. The remaining back-
ground contamination after applying the above cuts is eggohfrom data by overlaying events
without VFPS activity with VFPS signals recorded indeperitjeof any detector activity and
is found to be less that’ [2].

The scattered positron candidate of an event is identifi¢ldeaslectromagnetic cluster with
the highest transverse momentum being well isolated andhdp@aminimum energy of GeV.
If such a candidate is absent the event is defined as photagiron.

For the selection of DIS events in this analysis the positandidate is required to be
detected in the SpaCal. The energy and polar angl®’ of the scattered positron are deter-
mined from the SpaCal cluster and the interaction vertexnsitacted in the CTD. In order
to improve the background rejection, additional requirataeon the transverse cluster radius
and lower limit to the positron energy are imposed [53]. Tharfity ) .(E; — P, ;) summed
over all HFS particles and the scattered positron, is regluio be in the ranggb-75 GeV. For
fully reconstructed neutral current DIS events this qugsnsi expected to be twice the positron
beam energyib.2 GeV) but is expected to be lower for photoproduction backgtbwhere the
scattered positron escapes undetected. Radiative evéete \a photon is emitted along the
direction of the incident positron beam, also have a reddced; — P, ;).

The leading and the sub-leading jets are required to haves\ease energieE}jetl >
5.5GeV andE; > 4.0 GeV, respectively. These cuts are asymmetric in the trassven-
ergy to restrict the phase space to a region where NLO QCD ledilons are reliable [54, 55].
An event is rejected if one of these two jets is outside-of< 72 < 2.5. Events withz$*

Q2+ M2%

'The variabler' is calculated as' = =
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Photoproduction DIS
Q? < 2GeV? 4GeV < Q? < 80GeV?
02<y<0.7
0.010 < zp < 0.024
t| < 0.6 GeV?
zp < 0.8
B > 5.5GeV
Jet phase space EH? > 4.0GeV
—1 < pth? <25

Event kinematics

Diffractive phase spac

1

Table 1: Phase space of the diffractive dijet VFPS measurefoephotoproduction and deep-
inelastic scattering.

above 0.8 are excluded to improve the reliability of the cangon between data and theoretical
predictions, since the DPDF are determined with a simijarestriction.

The DIS events are selected with photon virtualitlgde\V? < Q? < 80 Ge\?. Both data
samples are restricted to a commpnange(.2 < y < 0.7. In table 1 the definitions of both
analysis phase spaces are summarised. The photoprodactibD®IS data samples contain
3768 and 550 events, respectively. In addition to the event selectionrearised in table 1
an event selection is performed extending the phase spadkkimematic variables and other
selection requirements to obtain events for an adequatgigtgsn of migrations at the phase
space boundaries.

55 MonteCarlo Smulations
5.5.1 Correction tothe Data

The Monte Carlo (MC) simulation method is used to correct thea diar effects of detector
acceptance, resolution and detector inefficiencies. All 8&@hples are passed through a de-
tailed H1 detector simulation based on the GEANT progran &l are subjected to the same
analysis chain as is used for the data.

Diffractive dijet photoproduction and DDIS events were getted using the RAPGAP MC
generator [57]. This generator is based on leading orde) fla@on level QCD matrix elements
with a minimum transverse momentum of the outgoing partdng® = 1.7 GeV. Higher or-
ders are mimicked by initial and final state leading loganitharton showers. Fragmentation
is accounted for using Lund string model [58] as implemeriteBythia MC generator [59].
The H12006 Fit-B DPDF set [4] is used in RAPGAP to describediesity of partons in the
diffractively scattered proton. In photoproduction a fdged photon contribution is simulated
using the GRV-LO photon distribution function [25]. In atdn to a pomeron exchange con-
tribution also a sub-leading reggeon contribution is ideld, corresponding to abott2% of
the total cross section. In order to describe the data sefffilyi well reweighting functions are
applied inz$%*, z» andt. The reweighting is different foyp and DIS.
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5.5.2 Correction to Theoretical Models

For comparison of QCD calculations with the diffractive m@&asnents, it is necessary to con-
vert the calculated NLO parton level cross sections to thel lef stable hadrons by evaluating
effects due to hadronisation, fragmentation and the inflaesf pomeron or photon remnants.
The RAPGAP MC generator is used to compute the required hagttion correction factors

for the diffractive dijet calculations. These factors aedided for each measured data point by

O.hadr

1 + 6:nadr = —at (17)
g

part’
%

where thesP2d" (¢P*") are the bin-integrated MC cross sections at hadron lewetdp level) in

a given bini. They reduce the predicted NLO parton level cross sectigrtggically ~ 9% in
photoproduction and enhance the cross sections by typicall; in DIS. In photoproduction
the hadronisation correction factor is particularly laaethe second highestjbs bin, where
contributions Witmgbs ~ 1 at parton level migrate to lower values due to hadronisatitects.
The hadronisation corrections have uncertaintie8%f[17]. The hadronisation corrections
determined here are applicable to NLO QCD predictions, ssngeod agreement in shape of
the parton level predictions of the MC to the NLO calculasasobserved.

In the DIS analysis, the RAPGAP MC generator is also used meecbthe measured data
for QED radiation effects. The radiative corrections aréro as

nrad
146, = Jl—ld (18)
whereo?d (or2d) denote the bin integrated cross sections obtained fromG&*#Pwhen run
with (without) simulating QED radiation. The ter#, is on average compatible with zero with
a standard deviation of% within the phase space. Radiative corrections in photaprton

are found to be negligible.

For the comparison with the measurement, the NLO QCD prexdtistare scaled down by a
factor of 0.83 [60] to account for the contributions from fmo dissociation {/y < 1.6 GeV)
absent in the current analysis but included in the extraaiidhe H12006 Fit-B DPDF set from
the inclusive data [4].

5.6 Cross Section M easurement

In order to correct for detector effects, the dijet crosstises are calculated at the level of
stable hadrons using a matrix unfolding method [61, 62]. détector response is described by
a matrix A determined from the RAPGAP simulation. It relates the elge@ector of event

counts,(y...), to the true event count vectat,.., on the level of stable hadrons via the formula

<27rec> = Aftrue .

In order to control migrations at the phase space boundalsesthe neighbouring parts of
the analysis phase space are taken into account. Of thesmiginations caused by events in
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which jets have low transverse momertia, high = or low y are most important. Similar
unfolding techniques have been applied in other jet-basalyses [10, 11, 63].

An estimator of the true-level event couft,. is obtained by minimising & function (19)
with respect tar, ..

L . . 1o - . . - S
X2 = X,24+7—2X% = E(yrec_Axtrue>TV 1(yrec_A:Utrue)+72(xtrue_mb)TLTL(xtrue_xb)7 (19)

where the matrixV is the covariance of data. The tergj, is a measure of the agreement
betweenA 7,.,. and ..., wherey;,.. is the vector of events counts after subtracting residual
background contributions. The regularisation terfy? suppresses large fluctuationsif,..

The type of the regularisation is defined by the mattix In this paperL is set to the unity
matrix. The vectorry defines a bias for the regularisation term, taken from the GAP
prediction. The value of the regularisation parametés chosen using thé-curve method as
described elsewhere [61].

The bin-integrated cross section for each data point isxgbye

xirue 7
0; = tT (1 + 6rad) (20)

where/ is the integrated luminosity of the data. The radiative ectionsj’ , are non-zero only
for the DIS case.

5.7 Systematic Uncertainties of the Measured Cross Section

For each source of systematic uncertainty, a separatensspuoatrixA is filled and the dif-
ference to the nominal matriA is propagated through the unfolding procedure. All these
individual contributions of systematic uncertainties ten added in quadrature for each bin to
obtain the total systematic uncertainty. The followingteysatic effects are studied:

VFPS calibration The primary source of the VFPS systematic uncertaintiesleted to an
uncertainty of ther andy global track coordinatéswith respect to the beam. The actual
beam position is measured with help of a beam position mof2064] which has a
precision of160 um in x and120 um in y. The horizontal coordinate has an additional
uncertainty originating from the VFPS calibration procegluied to the reconstruction of
xp in the main H1 detector. The resultingcoordinate uncertainty 50 ym.

The time variation of the beam-tilt im andy introduces an uncertainty 8furad for the
x-tilt and 6 prad for they-tilt.

More details on the VFPS reconstruction and its precisiengaren in [2]. In total, all
sources of the VFPS uncertainties affect the integratesiscsection by.5% in vp and
typically 3.7% in DIS.

2The global track coordinates are reconstructed by linkiveglocal tracks of the two VFPS stations.
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Positron reconstruction In the DIS analysis the uncertainties of the measured posénergy
E! (1%) and angl@’, (1 mrad) in the SpaCal calorimeter lead to an uncertainty ofdted t
cross section 0f.4% and0.7%, respectively.

Energy scale The uncertainty of the hadronic final state energy calibrais2% [44]. It affects
the total cross section by7.6% for photoproduction and by-6.1% for DIS.

Model uncertainties The influence of the MC model used to unfold the cross sectgosisid-
iled by varying the kinematic distributions of the RAPGAP ME&ngrator within cer-
tain limits while maintaining an acceptable descriptiontteé data. For this purpose
the shape of the kinematic distributionsEije“, Tp, 2P, T, y, t andQ?* are altered
by applying multiplicative weights of £/ )04, 232, 2308, 2203, 4203, ¢t and
(Q% + 0.1 GeV*)*02, respectively. The largest resulting uncertainties afieen vari-
ation of the shape in(4.5% in vp and3.3% in DIS) andE;**" (3.5% in vp and3.0% in
DIS). The integrated cross section uncertainty due to maoepéndence 8% in yp and
5% in DIS.

Normalisation uncertainties The following sources of systematic normalisation errars a
considered:

e The VFPS track reconstruction efficiency is known to withie% [2].

e The VFPS background originating from interactions of beaantiples with the
residual gas, producing a proton signal in the VFPS in actaleoincidence with a
dijet event in the main H1 detector is less thah and is treated as a normalisation
uncertainty [2].

e The integrated luminosity of the VFPS triggered data is kmoavwithin 3% [45].
e The trigger efficiency has an uncertainty5f.

The resulting total normalisation uncertainty amount6%o

Figure 3 displays the distributions of the andy-coordinates of global tracks in the VFPS,
xp as measured by the VFPQ? for the DIS selection and the jet variabIE$jEtl and (7P°=) in
comparison to the MC distributions after reweighting andmalising to the data. In all cases
the data are well described in shape within systematic rror

6 Results

6.1 Integrated Photoproduction and DIS Cross Sections

The integrated:*p diffractive dijet cross sections in thgyp and in the DIS regime measured
in the kinematic range defined in table 1 are presented tegetith NLO QCD and RAPGAP
predictions in table 2. The total theoretical uncertaistgalculated by using the sign improved
guadratic sum of DPDF eigenvectors [11], scale and hadrtars uncertainties. In the DIS
regime, the theoretical expectation agrees with the measemt within uncertainties. This
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PHP DIS

Data [pb] 237 +14 (stat) +31 (syst) 30.5 +1.6 (stat) £2.8 (syst)

NLO QCD [pb]430 *1%2 (scale)" 2 (DPDF)+13 (hadr}28.3 *1L* (scale)* (DPDF)+0.8 (hadr)
RAPGAP [pb] |180 18.0

Data/NLO 0.55140.078 (data) 5% (theory) 1.0840.11 (data) 555 (theory)

Table 2: Integrated™p diffractive dijet cross sections ifp and DIS compared to NLO QCD
calculations using the H12006 Fit-B DPDF set. The measuesbsections are gresented with
statistical and systematical uncertainties. For the #tézal predictions the uncertainties from
scale variations, from the H12006 Fit-B DPDFs and from trgrdiaisation corretions are given.
The predictions from RAPGAP are also shown. The ratios bi@/ are given in the last row.

confirms the observation made in previous measurementd |8t contrast, the integrated

diffractive dijet cross section in photoproduction is e&rmated by the NLO QCD theory by

almost a factor of two, with considerable theory uncertaifthis observation agrees with the
results of previous H1 analyses in a similar kinematic rajige 18], based on different data
sets and using different experimental techniques to sdifficictive events. To conclude, the
integrated NLO QCD cross section predictions are in disages¢ with three independent H1
measurements of diffractive dijet photoproduction. The REPGAP, based on leading order
matrix elements and parton showers, fails to describe tiegiated cross sections both in DIS
and in photoproduction.

6.2 Diffractive Dijet Production in DIS

The measured differential DIS cross sections as a funcfieftg = p, y, Q? are given in table 4
and are shown in figure 4 together with the NLO QCD predictidndable 5 and figure 5 the
differential cross sections in DIS are shown as a functioB 8", (), |Ari**s| andMy. The
NLO QCD predictions are in good agreement with the measuresneithin data and theory
uncertainties.

The shapes of the NLO predictions are tested using the ratlata to prediction. A some-
what different shape is observed for data and theory as difumaf 2, however the deviations
are covered by the uncertainties. Resolved photon [65] a&gftehtwist contributions [66] are
expected to change the DIS cross sections at sptall' he predicted shape inalso differs from
the observation, such that at higlsmaller cross sections are predicted than observed. $imila
shape deviations i)? andy have also been observed in a recent measurement of diffeacti
dijet production based on a large rapidity gap selectior).[The cross section as a function
of E}je“ is observed to be slightly harder than predicted by thedtlypagh still in agreement
within uncertainties.

6.3 Diffractive Dijet Production in Photoproduction

The measured differential cross sections in tlperegime are given in table 6 and shown in
figure 6 as a function of%%*, xp, v, xgbs together with the NLO QCD calculations. The differ-
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ential cross sections for the variablE§*"', (%), |Ari*®*| and My are given in table 7 and
shown in figure 7. The relative statistical uncertaintieplotoproduction are in most cases
smaller than in the case of deep-inelastic scattering. T@ RQCD predictions agree well with
the measured distributions in shape but overestimate jaeatoss sections in normalisation,
as already discussed for the integrated cross sectionarticylar there is no significant depen-
dence of the data to theory ratio on the variabigs, 9" and ;" which are sensitive to the
DPDF and to the presence of a diffractive exchange remnamsd results are in qualitative
agreement with previous H1 measurements [17, 18]. Using\#@ [26] photon PDF as an
alternative the predicted integrated cross section isaedioy6%. As visible in figures 6 and
7, the shapes of the distributions depend only little on tieae of the photon PDF.

6.4 Comparison of Dijet Cross Sections in Diffractive Photoproduction
and DIS

The conclusions made in previous sections about the naat&in problems of the NLO calcu-
lations in diffractive photoproduction suffer from largeebretical uncertainties. This situation
Is summarised in figure 8, where the ratio of observed crosBoseto expectation is shown
as a function ofQ?, also including an extra bin for the cross section in the ppatduction
regime,0 < Q> < 2GeV~. No significant deviation from unity is observed for the siggsion
factof as a function ofQ? in the DIS regime, whereas the NLO calculation fails to dibscr
the measurement in the photoproduction region. For corspayialso the ratio of the RAPGAP
prediction to the NLO calculation is shown. RAPGAP is off iarmalisation and predicts a
shape inQ? which differs from the NLO calculation.

In a refined method for studying deviations of the NLO QCD pr&dns from photopro-
duction data the cross sections measured imiheegime are divided by the corresponding
cross sections in DIS. In such ratios most of the data sysiemonacertainties are reduced, with
the exception of the model uncertainties which are uncateel betweenp and DIS. Similarly,
theoretical uncertainties cancel to a large extent. Thisissfor the DPDF uncertainties as well
as for scale variations, if the NLO QCD scales are varied demelously for photoproduction
and DIS. The hadronisation corrections, however, are ta&dre uncorrelated between DIS
and photoproduction, such that they amount to ahgRit< 3% in the ratio of the integrated
cross section. The resulting cross section ratios of phlothyction to DIS are summarised in
table 3. The double-ratio of photoproduction to DIS, datdNtdD, is also given and shown
in figure 9. Due to the reduced theoretical uncertainty thebteratio deviates significantly
from unity indicating that factorisation does not hold irffidictive dijet photoproduction with
respect to the same process in DIS. This statement is vatldnathe theoretical framework
applied in this paper and under the assumption that the suadébe varied simultaneously for
the DIS andyp calculations, which leads to cancellations of the respecincertainties in the
ratio. Higher order corrections may change this picture. aAsestimate of the possible size
of such corrections the difference between leading-orddrNLO calculations scaled by /2
may be taken, which amounts %§:. When changing the photon PDF from the GRV PDF set

to the AFG PDF set a rise in the double ratio66f is observed. Using? = E}je“Q + Q*/4

3The suppression factor is defined as a ratio of data and NLO QG&» section.
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Ratio of photoproduction to DIS

Data 7.78 £0.60 (stat) +1.14 (syst)

NLO QCD) 15.21 *399 (scale) 03 (DPDF) +0.65 (hadr)
14.22  with AFG vPDF

14.17  with scaley? = (EJ°")2 + Q2/4
Data/NLO|0.511 +0.085 (data)™5-0s (theory)

0.547  with AFG yPDF

0.548  with scaleu? = (E3°")? + Q2 /4

Table 3: Ratio of integratee" p diffractive dijet cross sections fa@p? < 2 GeV? (photoproduc-
tion) to Q% > 4 GeV* (DIS). Listed are the ratios for data and for the NLO caldolatncluding
two variants. The data and NLO uncertainties are indicaldek double-ratio of data to NLO
and its uncertainties are also given.

as the scale choice leads to an increase of the double rafibyrhe observed suppression
agrees with previous H1 results [17, 18]. It is worth menitignthat the suppression is now
measured at HERA both in processes with an identified legaliogpn and in processes with a
large rapidity gap selection, so possible contributionsfiproton-dissociative processes alone
are excluded as an explanation.

Possible shape dependencies of the suppression are stgtigaross section ratios of pho-
toproduction to DIS differential in the variabléAn'*s|, y, zpp andE:’;je“, as given in table 8.
The data ratios as a function pkr***| andy are shown in figure 10 together with predictions
from NLO QCD and RAPGAP. The measured shapes are not deseviddedut the limited ex-
perimental precision does not allow for strong conclusitmnise made. The ratios as a function
of zp andE:’;jetl are shown in figure 11. Within uncertainties the correspogdaiouble ratios

are constant throughout the measuz@dandE;jetl ranges.

7 Summary

Diffractive dijet production is measured in photoprodoatand deep-inelastic scattering in the
same kinematic range2 < y < 0.7 and0.010 < zp < 0.024 for jets with EJ*' > 5.5 GeV,
E}ietz > 4.0 GeV and with limits on the photon virtualit9?> < 2 GeV for photoproduction and
4GeV? < Q* < 80 GeV* for DIS. For the leading proton detection, the H1 Very Fomvaroton
Spectrometer is used for the first time, such that the diffracsample is free of background
from low-mass proton dissociative states.

In DIS, diffractive dijet production is well described withthe experimental and theoretical
uncertainties by the NLO calculations based on the H12008 Fiiffractive parton densities
of the proton. Within uncertainties, the QCD factorisati@s@mptions made for the NLO
calculation are confirmed in this process. This result issiant with previous H1 and ZEUS
measurements and the new data may be used in future DPDF fits.
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In photoproduction, next-to-leading order (NLO) calcidas based on the H12006 Fit-
B diffractive parton densities overestimate the measuoéal tross sections, thus confirming
previous H1 measurements, where the Large Rapidity Gapaddtr the identification of
diffractive events was used. The shapes of the different@ds sections are described within
the experimental and theoretical uncertainties. Ther@ikint of dependence of the observed
suppression on the variabjgbs.

In order to profit from cancellations of theoretical uncertis, ratios of photoproduction to
DIS cross sections and double ratios of data to NLO are apdlyistegrated over the analysis
phase space the double ratio is found to0bd + 0.09. Following this, within the theoreti-
cal framework based on diffractive parton densities, fas&tion is broken in diffractive dijet
photoproduction. This observation is in agreement withviores H1 measurements, where
complementary experimental methods have been used. Qgrurib from proton dissociative
processes present in the previous analyses but absentreemdead out as a cause of the ob-
served suppression. The differential measurements of @estions and cross section ratios
in DIS and photoproduction provide stringent tests of theotlg both in normalisation and in
shape.
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integrated o dstat Pstat 5syst Psyst 1+ drad| 1 + Ohadr

Ccross section [pb] [%] [%] [%] [%]
\ 30.5] 5.4 9.0 0.999] 1.022
ZP bin| do / dzp | Ostat Pstat 5syst Psyst 1+ 0rad| 1 + Ohadr

[pb] | [%] [72] [72] [7]
0-+0.2 1 32.1120.9 16.6 0.916 1.084
0.2+04 2 59.8112.4 | p12 = —17 10.6 | p12 = 74 1.012 1.054
0.4-+0.6 3 48.0(14.9| p13 = —4 p23 = —18 9.9 | p13 =33 p23 =79 1.017 0.996
0.6 -0.8 4 13.9139.0 | p1a =4 pog =1 p3g = =37 16.6 | p1a = —12 pog = 28 p34 = 17 1.028 0.910
zp bin| do / dxp | dstat Pstat 5syst Psyst 1+ brad| 1 + dhadr

[pb] | [%] [72] [72] [%]
0.01+0.014 | 1 22501 14.3 20.1 0.998 1.058
0.014 - 0.019| 2 2210|12.8 | p12 = —14 14.41 p1o = —33 1.003 1.014
0.019 +-0.024| 3 2290 |12.5| p13 = 4 pa3 = —18 12.0 | p13 = 25 po3 = 41 0.997 1.006
Yy bin| do / dy Ostat Pstat 5syst Psyst 1+ brad| 1 + Ohadr

[pb] | [%] [%] [%] [%]
0.2 +0.32 1 76 115.7 13.4 1.060 0.992
032044 | 2 69.7|14.1 | p1o = —12 11.7] p12 = 86 0.975 1.002
0.44 =056 | 3 65.4114.7 | p13 = 0 pa3 = —12 10.7| p13 = 63 pag = 73 0.992 1.056
0.56 0.7 | 4 38.6121.4 | p1g = —1 pog =1p3qg = —17 10.4| p1a = 39 p24 = 59 p34 = 59 0.948 1.084
Q2 bin dU/dQ2 Jstat Pstat 5syst Psyst 1+ brad| 1 + Ohadr

[GeV?] [pb/GeV*] | [%] [%] [%] [%]
4+5 1 4.83|23.8 14.7 0.982 1.020
5+7 2 2.55|21.3| p1o = —17 15.3 | p12 = 36 1.002 1.020
7+11 3 1.66 [16.1| p13 = 3 p23 = —11 12.1| p13 = 80 pa3 = 63 0.974 1.028
11+ 30 4 0.520(12.1 | p1a =1 poga = 3 p3a = —4 11.1 | p1a = 39 p2g = 66 p3q4 = 71 1.019 1.034
30 + 80 5 0.104 [19.4 | p15 =1 pos =2 p35 =3 pas = —1|17.6 | p15 = —7 pas = 23 p35 = 27 ps5s = 78| 1.036 1.013

Table 4: Integrated cross section and bin averaged hadrehdiferential cross sections as a function of the vagabj, x», y andQ? for
diffractive dijet DIS in the phase space detailed in tablEdr.each data point, the statisticad:{) and systematicfys) uncertainties and the
corresponding correlation coefficienisds, psys) are given. The hadronisation correction factdrs-(dnag) applied to the NLO calculations
and the radiative corrections$ ¢ 0,5q) are also listed. The overall normalisation uncertaintg%fis not included in the table.
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E;"J e bin| do / dE;"J et Ostat Pstat 5syst Psyst 1+ drad | 1 + Ohadr
[GeV] [pb/GeV] | [%] [%] [] [72]
5.5+ 7 1 11.24| 8.3 11.9 0.999 1.006
7+85 2 5.66 [16.4 | p1o = —4 12.6 | p12 = —25 0.986 1.034
8.5+10 3 2.55(36.0 | p13 = —22 pa3 = =21 29.8 | p13 = —70 p23 = 80 1.050 1.112
10+ 14.5 4 0.485145.2 | p14 = 10 pog = —14 p34 = —39| 15.0 | p14 = —30 p2g = 38 p34 = 42| 0.961 0.976
Mx bin| do / dMx Jstat Pstat 6syst Psyst 1+ brad| 1 + dhadr
[GeV] [pb/GeV] | [%] [%] [%] [%]
10+ 20 1 0.2061.5 120.1 1.024 0.977
20 + 28 2 2.06| 9.5 | p12 = —23 10.6 | p12 =76 1.026 1.021
28 + 36 3 1.43112.5| p13 =3 pa3 = —18 12.0 | p13 = —67 pag = —16 0.952 1.046
N7 bin|do /d]An®S| | dstat Pstat Osyst Psyst 1+ drad | 1+ Onadr
[pb] [%] [%] [%] [%]
0+0.5 1 24.8112.1 10.8 1.015 1.004
05+1 2 16.017.6 | p12 = —16 12.7 | p12 =81 1.002 1.046
1+1.5 3 13.1119.9| p13 =4 p23 = —16 13.2 | p13 =96 pa3s = 84 0.968 1.030
1.5+2 4 7.8128.9|p1a=0pag =5 p3s = —14 18.4 | p14 = 38 pag = 70 p34 = 53 0.966 1.030
<77Jets> bin| do / d<77]ets> Jstat Pstat 5syst Psyst 1+ brad| 1 + Ohadr
[pb] [7%] [%] [%] [%]
—1+-0.45 1 10.3|21.1 11.1 1.011 0.905
—0.45+—-0.05| 2 30.1|11.4 | p1o = —13 10.6 | p12 = 42 1.021 1.011
—0.05+0.25 | 3 30.0114.9 | p13 =1 pag = —14 11.5 | p13 = 37 pa3 =81 0.994 1.056
0.25 = 0.65 4 9.2|32.3|p1a=—2pos=1p34=-16 20.3 | p14a =18 pas =63 p34 =71 0.921 1.171

Table 5: Bin averaged hadron level differential cross sestifor diffractive dijet DIS as a function of the variablg P My, An®S| and
(n®) in the phase space detailed in table 1. For each data paretdtistical ) and systematici(,s) uncertainties and the corresponding
correlation coefficientsggay psys) are given. The hadronisation correction factarsH(dnaa) applied to the NLO calculations and the the
radiative correctionsl(+ d,,q) are also listed. The overall normalisation uncertaintg%fis not included in the table.
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integrated a Ostat Pstat 5syst Psyst 1 + dhadr
cross section [pb] | [%] |[%] [%] | [%]
\ 237] 5.7 13.0 0.906
ZP bin| do / dzp | Ostat Pstat 5syst Psyst 1 + Shadr
[pb] | [%] |[%] [%] | [%]

0+0.2 1 73137.2 47.0 0.754
02+04 2 366 |16.1 | p12 = —19 17.3| p12 = 65 0.833
0.4-+0.6 3 413|14.3| p13 = 18 pa3 = =33 16.1| p13 = 32 pa3 = 83 0.928
0.6 =-0.8 4 298|179 | p14 = =3 pag = 22 p3g = —24|18.3 | p14 = —16 pog = 41 p34 = 81 1.017
Tp bin| do/dzp | dstar Pstat 5syst Psyst 1 + Shadr

[pb] | [%] [72] [72] [72]
0.01+0.014 | 1 17800 10.8 15.4 0.933
0.014 - 0.019]| 2 15300 | 11.5 [ p12 = 2 13.7| p12 = 81 0.916
0.019 +-0.024| 3 17900 | 16.3 | p13 = 13 pag = —17 24.0| p13 = 35 pa3 = 29 0.882
Y bin| do / dy | Jstat Pstat 5syst Psyst 1 + Ohadr

[pb] | [%] [72] [72] [72]
0.2+0.32 1 620|16.4 19.1 0.858
0.32+044 | 2 54115.9 | p12 = —12 15.2| p12 =70 0.914
0.44+0.56 | 3 408 19.1| p13 = 21 pa3 = —42 18.6 | p13 = 37 pag =70 0.957
0.56 = 0.7 4 342 18.0 | p14 = 3 p24a = 33 p3a = —49 | 14.7| p14 = 53 pag = 80 p3q = 64 0.913
Ly bin| do / dx'y Ostat Pstat 6syst Psyst 1 + Ohadr

[pb] | [%] [72] [72] [%]
0-+0.3 1 65(52.5 55.5 0.654
0.3+0.6 2 180119.6 | p12 =5 21.1 | p12 =20 0.884
0.6 =-0.8 3 397 [ 13.7| p13 = 13 pa3 = —2 18.8| p13 = —5 pa3 =78 1.536
0.8=+1 4 367(10.1|p14 =2 pog =16 p34 = —21 [ 13.5| p14 = —29 pog = 64 p34 = 80 0.683

Table 6: Integrated diffractive dijep cross section and bin averaged hadron level differentifxbdiive dijetep cross sections as a function
of the variablesp, zp, y andz,, for the dijet photoproduction kinematic range in the phgssce detailed in table 1. For each data point,
the statistical {sa) and systematicifys) uncertainties, the corresponding correlation coeffisi€mn., psys) and the hadronisation correction
factors (L + dhaqy) applied to the NLO calculations are given. The overall naligation uncertainty of% is not included in the table.
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E;J et bin| do / dE;J et Ostat Pstat 5syst Psyst 1 + Shadr
[GeV] [pb/GeV] | [%] [%] [%] [%]
557 1 91(14.9 15.1 0.877
7+85 2 45.6|21.1| p1g = —H4 17.3 | p1o =42 0.991
8.5+10 3 11.2]50.0 | p13 = 28 pa3 = —69 25.3 | p13 = 76 pa3 = 25 0.956
10 =+ 14.5 4 1.15]63.8 | p1a = —9 p2s = 32 p3g = —63|66.4 | p14a = 44 pas = 90 p34 = 28 0.840
Mx bin dU/dMX Jstat Pstat §syst Psyst 1 + Ohadr
[GeV] [pb/GeV] | [%] [%] [%%] [%]
10+ 20 1 2.47(32.3 30.5 0.899
20 =+ 28 2 13.2112.7 | p1o = —27 14.71p12 =9 0.925
28 =+ 36 3 12.4113.0 | p13 = 16 po3 = —28 18.0| p13 = —43 p23 = 59 0.933
|A77Jets| bin| do/d |A77]ets| Jstat Pstat 5syst Psyst 1 + Ohadr
[pb] [72] [72] [72] [72]
0=0.5 1 171| 8.8 12.1 0.872
0.5+1 2 147 (11.9 | p12 =3 14.1| p12 = 96 0.905
1+1.5 3 93|14.5 | p13 = 17 pag = =5 18.4| p13 = 85 pag =94 0.936
1.5+2 4 41125.5 | p1a = 13 pog = 18 p34 =2 29.4| p14a =79 pag = 89 p34 = 95 0.978
<n]ets> bin| do / d <77]ets> Jstat Pstat 5syst Psyst 1 + Ohadr
[pb] [%2] [%2] [%2] [%]
—1+-0.45 1 48.4113.3 13.0 0.795
—0.45+—-0.05| 2 175110.1 | p1a =1 12.8 | p12 =81 0.881
—0.05+-0.25 | 3 264| 9.3 |p13=2p23 =0 13.6 | p13 = 71 pa3 = 88 0.971
0.25 +0.65 4 134 |16.6 | p14 = 3 p24 = 3 p3g = —6 22.3| p1a =46 paa =79 p34 =90 0.976

Table 7: Bin averaged hadron level differential diffraetfijetep cross sections in the photoproduction kinematic range asctibn of the
variablesE}‘etl, My, |An®S| and (°) in the phase space detailed in table 1. For each data panstatistical {s.) and systematicsys)
uncertainties, the corresponding coefficients.{ psys) and the hadronisation correction factotst{ dnaa;) applied to the NLO calculations
are given. The overall normalisation uncertaintys is not included in the table.
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|A77]ets| bin| o Vp/ op1s | Ostat Pstat 5syst Psyst 1 + dhadr
[72] [72] [72] [72]
0+0.5 1 6.9(14.9 14.8 0.867
0.5+1 2 9.2(121.3 | p12 = —10 18.5 | p12 = 98 0.865
1+1.5 3 7.1124.6 | p13 =9 pa3 = —12 22.7| p13 = 95 pag = 97 0.908
1.5+2 4 5.2138.5|p14 =5 p2g = 10 p34 = —8 33.5 | p1a = 88 pag = 90 p34 = 95 0.951
Yy bin va/ oprs | Ostat Pstat 5syst Psyst 1 + Ohadr
[72] [72] [72] [72]
02+032]| 1 8.0122.7 22.5 0.864
0.32+-0.44| 2 7.7(21.3 | p12 = —12 18.4 | p12 = 87 0.912
0.44+0.56| 3 6.2]24.1 | p13 =12 pog = —29 21.5| p13 =88 pa3 =91 0.907
0.56 0.7 | 4 8.9[28.0(p1a=1pay =16 p34 = —33 |14.7| p14 = 84 poy = 84 p34 = 75 0.841
ZP bin pr/UDIS Ostat Pstat 5syst Psyst 1 + Ohadr
[%] [%] [72] [%]
0+0.2 1 2.29(42.7 53.5 0.697
02+04 | 2 6.1(20.4|p12 = —18 19.1 | p12 =80 0.790
04+06 | 3 8.5(20.7 | p13 = 9 pag = —26 16.3 | p13 = 85 pa3 = 92 0.932
0.6+-0.8 | 4 21.4143.0 | p14a =0p2g =8 p3s = =31 22.7 | p14 = 81 pag = 75 p34 = 89 1.116
E;“J ot bin UVP/ oprs | Ostat Pstat 5syst Psyst 1 + Ohadr
[GeV] [%2] [72] [72] [%2]
5.0 +7 1 8.0(17.1 20.4 0.872
7+85 2 8.05|26.7 | p12 = —39 122 p12 =51 0.957
8.5 +10 3 4.4161.6 | p13 = 13 pag = —52 28.3 | p13 = 70 pa3 = 90 0.858
10+-145 | 4 2.4|78.2|p1g = —4 pog = 16 p34 = —55|63.5 | p14 = 57 pag = 76 p3q4 = 87 0.859

Table 8: Ratios of differential diffractive dijetp cross sections, measured in photoproduction, to measutsrieDIS as a function of
the variablesAn®*|, y, zp and E;‘etl in the phase space detailed in table 1. For each data poinstatistical {si) and systematicifysy)
uncertainties, the corresponding correlation coeffi@&pd;, psys) and the hadronisation correction factors# dnaq) applied to the NLO
calculations are given.
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Figure 3: Comparison of the photoproduction data (dots) atfél data (triangles) with the
reweighted RAPGAP MC simulation (solid line) as a functidrtoordinates: andy in VFPS,
rp, Q2 E;ije“ and(r’°*). The systematic uncertainties are shown as bands on thgtzsts.
For better visibility the(r/°*s) DIS distribution is multiplied by a factor 3.
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Figure 4: Diffractive dijet DIS cross sections differeifia 2, 2, y and@?. The inner error
bars represent the statistical errors. The outer error ipdisate the statistical and systematic
errors added in quadrature. The overall normalisation dacgy of 6% is not shown. NLO
QCD predictions based on the H12006 Fit-B DPDF set, corrdotéte level of stable hadrons,
are shown as a white line. They are scaled by a fae&# to account for contributions from
proton-dissociation which are present in the DPDF fit but inothe data. The inner, light
shaded band indicates the size of the DPDF uncertaintiebashdnisation corrections added
in quadrature. The outer, dark shaded band indicates taENQO uncertainty, also including
scale variations by a factor 0f5 to 2. For each variable, the cross section is shown in the upper
panel, whereas the ratio to the NLO prediction is shown indlaer panel.
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Figure 6: Diffractive dijetep cross sections in the photoproduction kinematic rangeafitial

in zpp, zp, y andz,. The inner error bars represent the statistical errors. duter error bars
indicate the statistical and systematic errors added iigiare. The overall normalisation
uncertainty of6% is not shown. NLO QCD predictions based on the H12006 Fit-B BREX
and the GRVy-PDF set, corrected to the level of stable hadrons, are stasaa white line.
They are scaled by a factor83 to account for contributions from proton-dissociation @i
are present in the DPDF fit but not in the data. The inner, lgf@ded band indicates the size
of the DPDF uncertainties and hadronisation correctiomeddn quadrature. The outer, dark
shaded band indicates the total NLO uncertainty, also dhicfyscale variations by a factor of
0.5 to 2. A variant of the NLO calculation using the AFPDF set is shown as a dashed line.

For each variable, the cross section is shown in the uppesl pahereas the ratio to the NLO
prediction is shown in the lower panel.
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Figure 7: Diffractive dijetep cross sections in the photoproduction kinematic rangeuifftial
in B3, My, |Arnies| and(7i°*). The inner error bars represent the statistical errors.other
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given in the caption of figure 6.
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Figure 8: Diffractive dijet cross sections in the- and in the DIS regime normalised to the
NLO calculation as a function of the photon virtuali}?. The inner error bars represent the
statistical errors. The outer error bars indicate the stiatil and systematic errors added in
guadrature. The data points are displayed at the geomidtiicaentre. The NLO QCD pre-
dictions are based on the H12006 Fit-B DPDF set and, in caglkeatbproduction, on the GRV
~-PDF set, corrected to the level of stable hadrons. Theycaled by a factof.83 to account
for contributions from proton-dissociation which are gesin the DPDF fit but not in the data.
The inner, light shaded band indicates the size of the DPR2Erteinties and hadronisation cor-
rections added in quadrature. The outer, dark shaded bdiwhtes the total NLO uncertainty,

also including scale variations by a factor(®$ to 2. Also shown is the ratio of the RAPGAP
MC to the NLO prediction.
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Figure 9: Diffractive dijet DIS and photoproduction croggsons normalised to the NLO cal-
culation. Also shown is the double ratio of photoproductiodIS cross sections, normalised
to the corresponding ratio of NLO predictions. The innepetrars represent the statistical er-
rors. The outer error bars indicate the statistical andesyatic errors added in quadrature. The
NLO QCD predictions are based on the H12006 Fit-B DPDF set ard &PDF, corrected
to the level of stable hadrons. They are scaled by a fdt&% to account for contributions
from proton-dissociation which are present in the DPDF fitrimt in the data. The inner, light
shaded band indicates the size of the DPDF uncertaintiebashnisation corrections added
in quadrature. The outer, dark shaded band indicates taeN@O uncertainty, also including
scale variations by a factor 6f5 to 2. Variants of the NLO calculation, normalised to the de-
fault NLO prediction, are also shown: the effect of using &feG v-PDF parametrisation is
studied in photoproduction. An alternative functionalrfoof the scale is studied both in DIS
and in photoproduction.
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Figure 10: Ratios of diffractive dijet photoproduction téScross sections differential i\ 7|
andy. The inner error bars represent the statistical errors. duter error bars indicate the
statistical and systematic errors added in quadrature.NIit® QCD predictions are based on
the H12006 Fit-B DPDF set and GR\VPDF, corrected to the level of stable hadrons. They are
scaled by a factab.83 to account for contributions from proton-dissociation ahare present
in the DPDF fit but not in the data. The inner, light shaded bemlicates the size of the
DPDF uncertainties and hadronisation corrections addedadrature. The outer, dark shaded
band indicates the total NLO uncertainty, also includinglscariations by a factor af.5 to

2. Variants of the NLO calculation, normalised to the defaaliculation, are also shown. An
alternative functional form of the scale is studied diffetial in |A7n|. The effect of using the
AFG ~-PDF parametrisation is studied differentiakin
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Figure 11: Ratios of diffractive dijet photoproduction técross sections differential ity

and E;°*". The inner error bars represent the statistical errors.dttier error bars indicate the
statistical and systematic errors added in quadrature.NIl® QCD predictions are based on
the H12006 Fit-B DPDF set and GRW¥PDF, corrected to the level of stable hadrons. They are
scaled by a factab.83 to account for contributions from proton-dissociation ahare present

in the DPDF fit but not in the data. The inner, light shaded badatates the size of the DPDF
uncertainties and hadronisation corrections added inrqixa@. The outer, dark shaded band
indicates the total NLO uncertainty, also including scaeations by a factor 0f.5 to 2. A
variant of the NLO calculation using the AFHGPDF is shown as a dashed line.
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